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#### Abstract

We define Hopf monads on an arbitrary monoidal category, extending the definition given in Bruguières and Virelizier (2007) [5] for monoidal categories with duals. A Hopf monad is a bimonad (or opmonoidal monad) whose fusion operators are invertible. This definition can be formulated in terms of Hopf adjunctions, which are comonoidal adjunctions with an invertibility condition. On a monoidal category with internal Homs, a Hopf monad is a bimonad admitting a left and a right antipode.

Hopf monads generalize Hopf algebras to the non-braided setting. They also generalize Hopf algebroids (which are linear Hopf monads on a category of bimodules admitting a right adjoint). We show that any finite tensor category is the category of finite-dimensional modules over a Hopf algebroid.

Any Hopf algebra in the center of a monoidal category $\mathcal{C}$ gives rise to a Hopf monad on $\mathcal{C}$. The Hopf monads so obtained are exactly the augmented Hopf monads. More generally if a Hopf monad $T$ is a retract of a Hopf monad $P$, then $P$ is a cross product of $T$ by a Hopf algebra of the center of the category of $T$-modules (generalizing the Radford-Majid bosonization of Hopf algebras).

We show that the comonoidal comonad of a Hopf adjunction is canonically represented by a cocommutative central coalgebra. As a corollary, we obtain an extension of Sweedler's Hopf module decomposition theorem to Hopf monads (in fact to the weaker notion of pre-Hopf monad).
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## 0. Introduction

Hopf monads on autonomous categories (that is, monoidal categories with duals) were introduced in [5] as a tool for understanding and comparing quantum invariants of 3 manifolds, namely the Reshetikhin-Turaev invariant associated with a modular category and the TuraevViro invariant associated with a spherical category (as revisited by Barrett-Westbury).

In this paper we extend the notion of Hopf monad to any monoidal category. Hopf monads generalize classical Hopf algebras, as well as Hopf algebras in a braided category. Hopf algebras are bialgebras with an extra condition: the existence of an invertible antipode. Similarly, one expects Hopf monads to be bimonads satisfying some extra condition.

The concept of bimonad (also called opmonoidal monad) was introduced by Moerdijk in [18]. ${ }^{1}$ Recall that if $T$ is a monad on a category $\mathcal{C}$, then one defines a category $\mathcal{C}^{T}$ of $T$ modules in $\mathcal{C}$ (often called $T$-algebras). A bimonad on a monoidal category $\mathcal{C}$ is a monad on $\mathcal{C}$ such that $\mathcal{C}^{T}$ is monoidal and the forgetful functor $U_{T}: \mathcal{C}^{T} \rightarrow \mathcal{C}$ is strict monoidal. This means that $T$ is a comonoidal monad: it comes with a coassociative natural transformation $T_{2}(X, Y): T(X \otimes Y) \rightarrow T X \otimes T Y$ and a counit $T_{0}: T \mathbb{1} \rightarrow \mathbb{1}$. For example, a bialgebra $A$ in a braided category $\mathcal{B}$ gives rise to bimonads $A \otimes$ ? and ? $\otimes A$ on $\mathcal{B}$. More generally, bialgebroids in the sense of Takeuchi are also examples of bimonads. More generally still, any comonoidal adjunction defines a bimonad, so that bimonads exist in many settings.

The 'extra condition' a bimonad should satisfy in order to deserve the title of Hopf monad is not obvious, as there is no straightforward generalization of the notion of antipode to the monoidal setting. When $\mathcal{C}$ is autonomous, according to Tannaka theory, one expects that a bimonad $T$ be Hopf if and only if $\mathcal{C}^{T}$ is autonomous. This turns out to be equivalent to the existence of a left antipode and a right antipode, which are natural transformations $s_{X}^{l}: T\left({ }^{\vee} T(X)\right) \rightarrow{ }^{\vee} X$ and $s_{X}^{r}: T\left(T(X)^{\vee}\right) \rightarrow X^{\vee}$. That was precisely the definition of a Hopf monad given in [5]. While it is satisfactory for applications to quantum topology, as the categories involved are autonomous, this definition has some drawbacks for other applications: for instance, it doesn't encompass infinite-dimensional Hopf algebras since the category of vector spaces of arbitrary dimension is not autonomous. Therefore one is prompted to ask several questions:

[^1]- What are Hopf monads on arbitrary monoidal categories?
- What are Hopf monads on closed monoidal categories (with internal Homs)?
- Is it possible to characterize Hopf monads obtained from Hopf algebras?
- Can one extend classical results of the theory of Hopf algebras to Hopf monads on monoidal categories?
- When does a bialgebroid define a Hopf monad?

The aim of this paper is to answer these questions.
In Section 2, we define Hopf monads on an arbitrary monoidal category. Our definition is inspired by the fact that a bialgebra $A$ is a Hopf algebra if and only if its fusion morphisms $H^{l}, H^{r}: A \otimes A \rightarrow A \otimes A$, defined by $H^{l}(x \otimes y)=x^{(1)} \otimes x^{(2)} y$ and $H^{r}(x \otimes y)=x^{(2)} y \otimes x^{(1)}$, are invertible. If $T$ is a bimonad, we introduce the fusion operators $H^{l}$ and $H^{r}$, which are natural transformations

$$
\begin{aligned}
& H_{X, Y}^{l}=\left(T X \otimes \mu_{Y}\right) T_{2}(X, T Y): T(X \otimes T Y) \rightarrow T X \otimes T Y, \\
& H_{X, Y}^{r}=\left(\mu_{X} \otimes T Y\right) T_{2}(T X, Y): T(T X \otimes Y) \rightarrow T X \otimes T Y,
\end{aligned}
$$

and decree that $T$ is a Hopf monad if $H^{l}$ and $H^{r}$ are invertible. We also introduce the related notion of Hopf adjunction. The monad of a Hopf adjunction is a Hopf monad, and a bimonad is a Hopf monad if and only if its adjunction is a Hopf adjunction. It turns out that certain classical results on Hopf algebras extend naturally to Hopf monads (or more generally to pre-Hopf monads), such as Maschke's semisimplicity criterion and Sweedler's theorem on the structure of Hopf modules (see Section 6).

In Section 3, we study Hopf monads on closed monoidal categories. Hopf monads on such categories can be characterized, as in the autonomous case, in categorical terms and also in terms of antipodes. More precisely, let $T$ be a bimonad on a closed monoidal category $\mathcal{C}$, that is, a monoidal category with internal Homs. We show that $T$ is a Hopf monad if and only if its category of modules $\mathcal{C}^{T}$ is closed and the forgetful functor $U_{T}$ preserves internal Homs. Also $T$ is a Hopf monad if and only if it admits a left antipode and right antipode, that is, natural transformations in two variables:

$$
s_{X, Y}^{l}: T[T X, Y]^{l} \rightarrow[X, T Y]^{l} \quad \text { and } \quad s_{X, Y}^{r}: T[T X, Y]^{r} \rightarrow[X, T Y]^{r}
$$

where $[-,-]^{l}$ and $[-,-]^{r}$ denote the left and right internal Homs, each of them satisfying two axioms as expected. The proof of these results relies on a classification of adjunction liftings. In the special case where $\mathcal{C}$ is autonomous, we show that the definition of a Hopf monad given in this paper specializes to the one given in [5]. In the special case where $\mathcal{C}$ is $*$-autonomous (and so monoidal closed), a Hopf monad in the sense of [8] is a Hopf monad in our sense (but the converse is not true).

In Section 5, we study the relations between Hopf algebras and Hopf monads. Given a lax central bialgebra of a monoidal category $\mathcal{C}$, that is, a bialgebra $A$ in the lax center $\mathcal{Z}^{\text {lax }}(\mathcal{C})$ of $\mathcal{C}$, with lax ${ }^{2}$ half braiding $\sigma: A \otimes ? \rightarrow ? \otimes A$, the endofunctor $A \otimes$ ? of $\mathcal{C}$ is a bimonad, denoted by $A \otimes_{\sigma}$ ? on $\mathcal{C}$. This bimonad is augmented, that is, endowed with a bimonad morphism $A \otimes_{\sigma} ? \rightarrow 1_{\mathcal{C}}$. It

[^2]is a Hopf monad if and only if $A$ is a Hopf algebra in the center $\mathcal{Z}(\mathcal{C})$ of $\mathcal{C}$. The main result of the section is that this construction defines an equivalence of categories between central Hopf algebras of $\mathcal{C}$ (that is, Hopf algebras in the center $\mathcal{Z}(\mathcal{C})$ ) and augmented Hopf monads on $\mathcal{C}$. More generally, given a Hopf monad $T$ on $\mathcal{C}$ and a central Hopf algebra $(\mathbb{A}, \sigma)$ of the category of $T$-modules, we construct a Hopf monad $\mathbb{A} \rtimes_{\sigma} T$ on $\mathcal{C}$ of which $T$ is a retract. Conversely, under suitable exactness conditions (involving reflexive coequalizers), any Hopf monad $P$ of which $T$ is a retract is of the form $\mathbb{A} \rtimes_{\sigma} T$. The proof of this result is based on two general constructions involving Hopf monads: the cross product and the cross quotient, which are studied in Section 4.

In Section 6, we show that the comonoidal comonad of a pre-Hopf adjunction is canonically represented by a cocommutative central coalgebra. Combining this with a descent result for monads, we obtain a generalization of Sweedler's Hopf module decomposition theorem to Hopf monads (in fact to pre-Hopf monads). We study the close relationships between Hopf adjunctions, Hopf monads, and cocommutative central coalgebras.

Finally, in Section 7, we study bialgebroids which, according to Szlachányi [21], are linear bimonads on categories of bimodules admitting a right adjoint. A bialgebroid corresponds with a Hopf monad if and only if it is a Hopf algebroid in the sense of Schauenburg [20]. We also use Hopf monads to prove that any finite tensor category is naturally equivalent (as a tensor category) to the category of finite-dimensional modules over some finite-dimensional Hopf algebroid.

## 1. Preliminaries and notations

Unless otherwise specified, categories are small, and monoidal categories are strict. We denote by Cat the category of small categories (which is not small).

If $\mathcal{C}$ is a category, we denote by $\operatorname{Ob}(\mathcal{C})$ the set of objects of $\mathcal{C}$ and by $\operatorname{Hom}_{\mathcal{C}}(X, Y)$ the set of morphisms in $\mathcal{C}$ from an object $X$ to an object $Y$. The identity functor of $\mathcal{C}$ is denoted by $1_{\mathcal{C}}$.

If $\mathcal{C}$ is a category and $c$ an object of $\mathcal{C}$, the category of objects of $\mathcal{C}$ over $c$ is the category $\mathcal{C} / c$ whose objects are pairs $(a, \phi)$, with $a \in \operatorname{Ob}(\mathcal{C})$ and $\phi \in \operatorname{Hom}_{\mathcal{C}}(a, c)$. Morphisms from $(a, \phi)$ to $(b, \psi)$ in $\mathcal{C} / c$ are morphism $f: a \rightarrow b$ in $\mathcal{C}$ satisfying the condition $\psi f=\phi$. They are called morphisms over c.

Similarly the category of objects of $\mathcal{C}$ under $c$ is the category $c \backslash \mathcal{C}$ whose objects are pairs $(a, \phi)$, with $a \in \operatorname{Ob}(\mathcal{C})$ and $\phi \in \operatorname{Hom}_{\mathcal{C}}(c, a)$.

A pair of parallel morphisms

$$
X \underset{g}{\stackrel{f}{\rightrightarrows}} Y
$$

is reflexive (resp. coreflexive) if $f$ and $g$ have a common section (resp. a common retraction), that is, if there exists a morphism $h: Y \rightarrow X$ such that $f h=g h=\mathrm{id}_{Y}$ (resp. $h f=h g=\mathrm{id}_{X}$ ). A reflexive coequalizer is a coequalizer of a reflexive pair. Similarly a coreflexive equalizer is an equalizer of a coreflexive pair.

### 1.1. Monoidal categories and functors

Given an object $X$ of a monoidal category $\mathcal{C}$, we denote by $X \otimes$ ? the endofunctor of $\mathcal{C}$ defined on objects by $Y \mapsto X \otimes Y$ and on morphisms by $f \mapsto X \otimes f=\mathrm{id}_{X} \otimes f$. Similarly one defines the endofunctor ? $\otimes X$ of $\mathcal{C}$.

Let $(\mathcal{C}, \otimes, \mathbb{1})$ and $(\mathcal{D}, \otimes, \mathbb{1})$ be two monoidal categories. A monoidal functor from $\mathcal{C}$ to $\mathcal{D}$ is a triple $\left(F, F_{2}, F_{0}\right)$, where $F: \mathcal{C} \rightarrow \mathcal{D}$ is a functor, $F_{2}: F \otimes F \rightarrow F \otimes$ is a natural transformation, and $F_{0}: \mathbb{1} \rightarrow F(\mathbb{1})$ is a morphism in $\mathcal{D}$, such that:

$$
\begin{gathered}
F_{2}(X, Y \otimes Z)\left(\operatorname{id}_{F(X)} \otimes F_{2}(Y, Z)\right)=F_{2}(X \otimes Y, Z)\left(F_{2}(X, Y) \otimes \operatorname{id}_{F(Z)}\right) ; \\
F_{2}(X, \mathbb{1})\left(\operatorname{id}_{F(X)} \otimes F_{0}\right)=\operatorname{id}_{F(X)}=F_{2}(\mathbb{1}, X)\left(F_{0} \otimes \operatorname{id}_{F(X)}\right) ;
\end{gathered}
$$

for all objects $X, Y, Z$ of $\mathcal{C}$.
A monoidal functor $\left(F, F_{2}, F_{0}\right)$ is said to be strong (resp. strict) if $F_{2}$ and $F_{0}$ are isomorphisms (resp. identities).

A natural transformation $\varphi: F \rightarrow G$ between monoidal functors is monoidal if it satisfies

$$
\varphi_{X \otimes Y} F_{2}(X, Y)=G_{2}(X, Y)\left(\varphi_{X} \otimes \varphi_{Y}\right) \quad \text { and } \quad G_{0}=\varphi_{\mathbb{1}} F_{0} .
$$

We denote by MonCat the category of small monoidal categories, morphisms being strong monoidal functors.

### 1.2. Comonoidal functors

Let $(\mathcal{C}, \otimes, \mathbb{1})$ and $(\mathcal{D}, \otimes, \mathbb{1})$ be two monoidal categories. A comonoidal functor (also called opmonoidal functor) from $\mathcal{C}$ to $\mathcal{D}$ is a triple $\left(F, F_{2}, F_{0}\right)$, where $F: \mathcal{C} \rightarrow \mathcal{D}$ is a functor, $F_{2}: F \otimes \rightarrow F \otimes F$ is a natural transformation, and $F_{0}: F(\mathbb{1}) \rightarrow \mathbb{1}$ is a morphism in $\mathcal{D}$, such that:

$$
\begin{gathered}
\left(\operatorname{id}_{F(X)} \otimes F_{2}(Y, Z)\right) F_{2}(X, Y \otimes Z)=\left(F_{2}(X, Y) \otimes \operatorname{id}_{F(Z)}\right) F_{2}(X \otimes Y, Z) ; \\
\left(\operatorname{id}_{F(X)} \otimes F_{0}\right) F_{2}(X, \mathbb{1})=\operatorname{id}_{F(X)}=\left(F_{0} \otimes \operatorname{id}_{F(X)}\right) F_{2}(\mathbb{1}, X) ;
\end{gathered}
$$

for all objects $X, Y, Z$ of $\mathcal{C}$.
A comonoidal functor ( $F, F_{2}, F_{0}$ ) is said to be strong (resp. strict) if $F_{2}$ and $F_{0}$ are isomorphisms (resp. identities). In that case, $\left(F, F_{2}^{-1}, F_{0}^{-1}\right)$ is a strong (resp. strict) monoidal functor.

A natural transformation $\varphi: F \rightarrow G$ between monoidal functors is comonoidal if it satisfies

$$
G_{2}(X, Y) \varphi_{X \otimes Y}=\left(\varphi_{X} \otimes \varphi_{Y}\right) F_{2}(X, Y) \quad \text { and } \quad G_{0} \varphi_{\mathbb{1}}=F_{0} .
$$

Note that the notions of comonoidal functor and comonoidal natural transformation are dual to the notions of monoidal functor and monoidal natural transformation.

## 2. Hopf monads

In this section, we define Hopf monads on an arbitrary monoidal category: they are the bimonads whose fusion operators are invertible. We also introduce the related notion of Hopf adjunction: the monad of a Hopf adjunction is a Hopf monad, and a bimonad is a Hopf monad if and only if its adjunction is a Hopf adjunction.

### 2.1. Monads

Let $\mathcal{C}$ be a category. Recall that the category $\operatorname{End}(\mathcal{C})$ of endofunctors of $\mathcal{C}$ is strict monoidal with composition for monoidal product and identity functor $1_{\mathcal{C}}$ for unit object. A monad on $\mathcal{C}$ is an algebra in $\operatorname{End}(\mathcal{C})$, that is, a triple $(T, \mu, \eta)$, where $T: \mathcal{C} \rightarrow \mathcal{C}$ is a functor, $\mu: T^{2} \rightarrow T$ and $\eta: 1_{\mathcal{C}} \rightarrow T$ are natural transformations, such that:

$$
\mu_{X} T\left(\mu_{X}\right)=\mu_{X} \mu_{T X} \quad \text { and } \quad \mu_{X} \eta_{T X}=\mathrm{id}_{T X}=\mu_{X} T\left(\eta_{X}\right)
$$

for any object $X$ of $\mathcal{C}$.
Monads on $\mathcal{C}$ form a category $\operatorname{Mon}(\mathcal{C})$, a morphism from a monad $(T, \mu, \eta)$ to a monad ( $T^{\prime}, \mu^{\prime}, \eta^{\prime}$ ) being a natural transformation $f: T \rightarrow T^{\prime}$ such that $f \eta=\eta^{\prime}$ and $f \mu=\mu^{\prime} T(f) f_{T}$. The identity functor $1_{\mathcal{C}}$ is a monad (with the identity for product and unit) and it is an initial object in $\operatorname{Mon}(\mathcal{C})$.

### 2.2. Modules over a monad

Let $(T, \mu, \eta)$ be a monad on a category $\mathcal{C}$. An action of $T$ on an object $M$ of $\mathcal{C}$ is a morphism $r: T(M) \rightarrow M$ in $\mathcal{C}$ such that:

$$
r T(r)=r \mu_{M} \quad \text { and } \quad r \eta_{M}=\operatorname{id}_{M}
$$

The pair $(M, r)$ is then called a $T$-module in $\mathcal{C}$, or just a $T$-module. ${ }^{3}$
Given two $T$-modules $(M, r)$ and $(N, s)$ in $\mathcal{C}$, a morphism of $T$-modules from $(M, r)$ to $(N, r)$ is a morphism $f \in \operatorname{Hom}_{\mathcal{C}}(M, N)$ which is $T$-linear, that is, such that $f r=s T(f)$. This gives rise to the category of $T$-modules (in $\mathcal{C}$ ), with composition inherited from $\mathcal{C}$. We denote this category by $\mathcal{C}^{T}$ (the notation $T-\mathcal{C}$ is used in [5]).

The forgetful functor $U_{T}: \mathcal{C}^{T} \rightarrow \mathcal{C}$ of $T$ is defined by $U_{T}(M, r)=M$ for any $T$-module ( $M, r$ ) and $U_{T}(f)=f$ for any $T$-linear morphism $f$. It has a left adjoint $F_{T}: \mathcal{C} \rightarrow \mathcal{C}^{T}$, called the free module functor, defined by $F_{T}(X)=\left(T X, \mu_{X}\right)$ for any object $X$ of $\mathcal{C}$ and $F_{T}(f)=T f$ for any morphism $f$ of $\mathcal{C}$.

### 2.3. Monads, adjunctions, and monadicity

Let $(F: \mathcal{C} \rightarrow \mathcal{D}, U: \mathcal{D} \rightarrow \mathcal{C})$ be an adjunction, with unit $\eta: 1_{\mathcal{C}} \rightarrow U F$ and counit $\varepsilon: F U \rightarrow 1_{\mathcal{D}}$. Then $T=U F$ is a monad with product $\mu=U\left(\varepsilon_{F}\right)$ and unit $\eta$. There exists a unique functor $K: \mathcal{D} \rightarrow \mathcal{C}^{T}$ such that $U_{T} K=U$ and $K F=F_{T}$. This functor $K$, called the comparison functor of the adjunction $(F, U)$, is defined by $K(d)=\left(U d, U \varepsilon_{d}\right)$.

An adjunction $(F, U)$ is monadic if its comparison functor $K$ is an equivalence of categories. For example, if $T$ is a monad on $\mathcal{C}$, the adjunction $\left(F_{T}, U_{T}\right)$ has monad $T$ and comparison functor $K=1_{\mathcal{C}^{T}}$, and so is monadic.

A functor $U$ is monadic if it admits a left adjoint $F$ and the adjunction $(F, U)$ is monadic. If such is the case, the monad $T=U F$ of the adjunction $(F, U)$ is called the monad of $U$. It is well defined up to unique isomorphism of monads (as the left adjoint $F$ is unique up to unique natural isomorphism).

[^3]Theorem 2.1 (Beck). An adjunction $(F: \mathcal{C} \rightarrow \mathcal{D}, U: \mathcal{D} \rightarrow \mathcal{C})$ is monadic if and only if the functor $U$ satisfies the following conditions:
(a) The functor $U$ is conservative, that is, $U$ reflects isomorphisms;
(b) Any reflexive pair of morphisms in $\mathcal{D}$ whose image by $U$ has a split coequalizer has a coequalizer, which is preserved by $U$.

Moreover, if $(F, U)$ is monadic, the comparison functor $K$ is an isomorphism if and only if the functor $U$ satisfies the transport of structure condition:
(c) For any isomorphism $f: U(d) \rightarrow c$ in $\mathcal{C}$, where $c \in \operatorname{Ob}(\mathcal{C})$ and $d \in \mathrm{Ob}(\mathcal{D})$, there exist a unique $\widetilde{c} \in \operatorname{Ob}(\mathcal{D})$ and a unique isomorphism $\widetilde{f}: d \rightarrow \widetilde{c}$ in $\mathcal{D}$ such that $U(\widetilde{f})=f$.

### 2.4. Bimonads

A bimonad on a monoidal category $\mathcal{C}$ is a monad $(T, \mu, \eta)$ on $\mathcal{C}$ such that the functor $T: \mathcal{C} \rightarrow \mathcal{C}$ is comonoidal and the natural transformations $\mu: T^{2} \rightarrow T$ and $\eta: 1_{\mathcal{C}} \rightarrow T$ are comonoidal. In other words, $T$ is endowed with a natural transformation $T_{2}: T \otimes \rightarrow T \otimes T$ and a morphism $T_{0}: T(\mathbb{1}) \rightarrow \mathbb{1}$ in $\mathcal{C}$ such that:

$$
\begin{aligned}
& \left(T X \otimes T_{2}(Y, Z)\right) T_{2}(X, Y \otimes Z)=\left(T_{2}(X, Y) \otimes T Z\right) T_{2}(X \otimes Y, Z) \\
& \quad\left(T X \otimes T_{0}\right) T_{2}(X, \mathbb{1})=\operatorname{id}_{T X}=\left(T_{0} \otimes T X\right) T_{2}(\mathbb{1}, X) \\
& T_{2}(X, Y) \mu_{X \otimes Y}=\left(\mu_{X} \otimes \mu_{Y}\right) T_{2}(T X, T Y) T\left(T_{2}(X, Y)\right), \\
& T_{0} \mu_{\mathbb{1}}=T_{0} T\left(T_{0}\right), \quad T_{2}(X, Y) \eta_{X \otimes Y}=\eta_{X} \otimes \eta_{Y}, \quad T_{0} \eta_{\mathbb{1}}=\mathrm{id}_{\mathbb{1}} .
\end{aligned}
$$

Remark 2.2. A bimonad $T$ on a monoidal category $\mathcal{C}=(\mathcal{C}, \otimes, \mathbb{1})$ may be viewed as a bimonad $T^{\mathrm{cop}}$ on the monoidal category $\mathcal{C}^{\otimes \mathrm{op}}=\left(\mathcal{C}, \otimes^{\mathrm{op}}, \mathbb{1}\right)$, with comonoidal structure $T_{2}^{\mathrm{cop}}(X, Y)=$ $T_{2}(Y, X)$ and $T_{0}^{\mathrm{cop}}=T_{0}$. The bimonad $T^{\mathrm{cop}}$ is called the coopposite of the bimonad $T$. We have: $\left(\mathcal{C}^{\otimes \mathrm{op}}\right)^{T^{\mathrm{cop}}=\left(\mathcal{C}^{T}\right)^{\otimes \mathrm{op}} \text {. } . . . . . ~}$

Remark 2.3. The dual notion of a bimonad is that of a bicomonad, that is, a monoidal comonad. An endofunctor $T$ of a monoidal category $\mathcal{C}=(\mathcal{C}, \otimes, \mathbb{1})$ is a bicomonad if and only if the opposite endofunctor $T^{\mathrm{op}}$ is a bimonad on $\mathcal{C}^{\mathrm{op}}=\left(\mathcal{C}^{\mathrm{op}}, \otimes, \mathbb{1}\right)$.

Bimonads on $\mathcal{C}$ form a category $\operatorname{BiMon}(\mathcal{C})$, morphisms of bimonads being comonoidal morphisms of monads. The identity functor $1_{\mathcal{C}}$ is a bimonad on $\mathcal{C}$, which is an initial object of $\operatorname{BiMon}(\mathcal{C})$.

### 2.5. Bimonads and comonoidal adjunctions

A comonoidal adjunction is an adjunction $(F: \mathcal{C} \rightarrow \mathcal{D}, U: \mathcal{D} \rightarrow \mathcal{C})$, where $\mathcal{C}$ and $\mathcal{D}$ are monoidal categories, $F$ and $U$ are comonoidal functors, and the adjunction unit $\eta: 1_{\mathcal{C}} \rightarrow U F$ and counit $\varepsilon: F U \rightarrow 1_{\mathcal{D}}$ are comonoidal natural transformations.

If $(F, U)$ is a comonoidal adjunction, then $U$ is in fact a strong comonoidal functor, which we may view as a strong monoidal functor. Conversely, if a strong monoidal functor $U: \mathcal{D} \rightarrow \mathcal{C}$ admits a left adjoint $F$, then $F$ is comonoidal, with comonoidal structure given by

$$
F_{2}(X, Y)=\varepsilon_{F X \otimes F Y} F U_{2}(F X, F Y) F\left(\eta_{X} \otimes \eta_{Y}\right) \quad \text { and } \quad F_{0}=\varepsilon_{\mathbb{1}} F\left(U_{0}\right)
$$

and $(F, U)$ is a comonoidal adjunction (viewing $U$ as a strong comonoidal functor), see [17]. A comonoidal adjunction is an instance of a doctrinal adjunction in the sense of [11].

The monad $T=U F$ of a comonoidal adjunction $(U, F)$ is a bimonad, and the comparison functor $K: \mathcal{D} \rightarrow \mathcal{C}^{T}$ is strong monoidal and satisfies $U_{T} K=U$ as monoidal functors and $K F=$ $F_{T}$ as comonoidal functors (see for instance [5, Theorem 2.6]).

The comonad $\hat{T}=F U$ of a comonoidal adjunction $(U, F)$ is a comonoidal comonad, that is, a comonad whose underlying endofunctor is endowed with a comonoidal structure so that its coproduct and counit are comonoidal.

Example 2.4. The adjunction $\left(F_{U}, U_{T}\right)$ of a bimonad $T$ is a comonoidal adjunction (because $U_{T}$ is strong monoidal).

Remark 2.5. Comonoidal adjunctions are somewhat misleadingly called monoidal adjunctions in [5].

### 2.6. Fusion operators

Let $T$ be a bimonad on a monoidal category $\mathcal{C}$. The left fusion operator of $T$ is the natural transformation $H^{l}: T\left(1_{\mathcal{C}} \otimes T\right) \rightarrow T \otimes T$ defined by

$$
H_{X, Y}^{l}=\left(T X \otimes \mu_{Y}\right) T_{2}(X, T Y): T(X \otimes T Y) \rightarrow T X \otimes T Y
$$

The right fusion operator of $T$ is the natural transformation $H^{r}: T\left(T \otimes 1_{\mathcal{C}}\right) \rightarrow T \otimes T$ defined by

$$
H_{X, Y}^{r}=\left(\mu_{X} \otimes T Y\right) T_{2}(T X, Y): T(T X \otimes Y) \rightarrow T X \otimes T Y
$$

From the axioms of a bimonad, we easily deduce
Proposition 2.6. The left fusion operator $H^{l}$ of a bimonad $T$ satisfies:

$$
\begin{gathered}
H_{X, Y}^{l} T\left(X \otimes \mu_{Y}\right)=\left(T X \otimes \mu_{Y}\right) H_{X, T Y}^{l}, \\
H_{X, Y}^{l} T\left(X \otimes \eta_{Y}\right)=T_{2}(X, Y), \quad H_{X, Y}^{l} \eta_{X \otimes T Y}=\eta_{X} \otimes T Y, \\
\left(T_{2}(X, Y) \otimes T Z\right) H_{X \otimes Y, Z}^{l}=\left(T X \otimes H_{Y, Z}^{l}\right) T_{2}(X, Y \otimes T Z), \\
\left(T_{0} \otimes T X\right) H_{\mathbb{1}, X}^{l}=\mu_{X}, \quad\left(T X \otimes T_{0}\right) H_{X, \mathbb{\mathbb { 1 }}}^{l}=T\left(X \otimes T_{0}\right),
\end{gathered}
$$

and the left pentagon equation:

$$
\left(T X \otimes H_{Y, Z}^{l}\right) H_{X, Y \otimes T Z}^{l}=\left(H_{X, Y}^{l} \otimes T Z\right) H_{X \otimes T Y, Z}^{l} T\left(X \otimes H_{Y, Z}^{l}\right)
$$

Similarly the right fusion operator $H^{r}$ of $T$ satisfies:

$$
\begin{gathered}
H_{X, Y}^{r} T\left(\mu_{X} \otimes Y\right)=\left(\mu_{X} \otimes T Y\right) H_{T X, Y}^{r}, \\
H_{X, Y}^{r} T\left(\eta_{X} \otimes Y\right)=T_{2}(X, Y), \quad H_{X, Y}^{r} \eta_{T X \otimes Y}=T X \otimes \eta_{Y}, \\
\left(T X \otimes T_{2}(Y, Z)\right) H_{X, Y \otimes Z}^{r}=\left(H_{X, Y}^{r} \otimes T Z\right) T_{2}(T X \otimes Y, Z), \\
\left(T X \otimes T_{0}\right) H_{X, \mathbb{1}}^{r}=\mu_{X}, \quad\left(T_{0} \otimes T X\right) H_{\mathbb{1}, X}^{r}=T\left(T_{0} \otimes X\right),
\end{gathered}
$$

and the right pentagon equation:

$$
\left(H_{X, Y}^{r} \otimes T Z\right) H_{T X \otimes Y, Z}^{r}=\left(T X \otimes H_{Y, Z}^{r}\right) H_{X, T Y \otimes Z}^{r} T\left(H_{X, Y}^{l} \otimes Z\right) .
$$

Remark 2.7. A bimonad can be recovered from its left (or right) fusion operator. More precisely, let $T$ be an endofunctor of a monoidal category $\mathcal{C}$ endowed with a natural transformation $H_{X, Y}: T(X \otimes T Y) \rightarrow T X \otimes T Y$ satisfying the left pentagon equation:

$$
\left(T X \otimes H_{Y, Z}\right) H_{X, Y \otimes T Z}=\left(H_{X, Y} \otimes T Z\right) H_{X \otimes T Y, Z} T\left(X \otimes H_{Y, Z}\right),
$$

and with a morphism $T_{0}: T \mathbb{1} \rightarrow \mathbb{1}$ and a natural transformation $\eta_{X}: X \rightarrow T X$ satisfying:

$$
\begin{gathered}
H_{X, Y} \eta_{X \otimes T Y}=\eta_{X} \otimes T Y, \quad T_{0} \eta_{\mathbb{1}}=\mathrm{id}_{\mathbb{1}}, \\
\left(T X \otimes T_{0}\right) H_{X, \mathbb{1}}=T\left(X \otimes T_{0}\right), \quad\left(T_{0} \otimes T X\right) H_{\mathbb{1}, X} T\left(\eta_{X}\right)=\mathrm{id}_{T X} .
\end{gathered}
$$

Then $T$ admits a unique bimonad structure $\left(T, \mu, \eta, T_{2}, T_{0}\right)$ having left fusion operator $H$. The product $\mu$ and comonoidal structural morphism $T_{2}$ are given by

$$
\mu_{X}=\left(T_{0} \otimes T X\right) H_{\mathbb{1}, X} \quad \text { and } \quad T_{2}(X, Y)=H_{X, Y} T\left(X \otimes \eta_{Y}\right) .
$$

### 2.7. Hopf monads and pre-Hopf monads

Let $\mathcal{C}$ be a monoidal category. A left (resp. a right) Hopf monad on $\mathcal{C}$ is a bimonad on $\mathcal{C}$ whose left fusion operator $H^{l}$ (resp. right fusion operator $H^{r}$ ) is an isomorphism.

A Hopf monad on $\mathcal{C}$ is a bimonad on $\mathcal{C}$ such that both left and right fusion operators are isomorphisms. Hopf monads on $\mathcal{C}$ form a full subcategory HopfMon $(\mathcal{C})$ of the category $\operatorname{BiMon}(\mathcal{C})$ of bimonads. The identity functor $1_{\mathcal{C}}$ is a Hopf monad on $\mathcal{C}$, which is an initial object of HopfMon(C).

It is convenient to consider a weaker notion: a left (resp. right) pre-Hopf monad on $\mathcal{C}$ is a bimonad on $\mathcal{C}$ such that, for any object $X$ of $\mathcal{C}$, the morphism $H_{\mathbb{1}, X}^{l}\left(\right.$ resp. $\left.H_{X, \mathbb{1}}^{r}\right)$ is invertible.

A pre-Hopf monad is a bimonad which is a left and a right pre-Hopf monad. Clearly any Hopf monad is a pre-Hopf monad, but the converse is false:

Example 2.8. We provide an example of a pre-Hopf monad on a monoidal (even autonomous) category which is not a Hopf monad. Let $\mathbb{Z}$-vect $t_{k}$ be the autonomous category of finitedimensional $\mathbb{Z}$-graded vector spaces on a field $\mathbb{k}$, and let $\mathbb{N}$-vect $\mathbb{k}_{\mathbb{k}}$ be its full subcategory of graded vector spaces with support in $\mathbb{N}$. The inclusion functor $\iota: \mathbb{N}$-vect ${ }_{k} \rightarrow \mathbb{Z}$-vect ${ }_{\underline{k}}$ has a left adjoint $\pi$, which sends a $\mathbb{Z}$-graded vector space to its non-negative part. The adjunction $(\pi, \iota)$ is monoidal.

The bimonad $T=\iota \pi$ on $\mathbb{Z}$-vect $t_{k}$ of this adjunction (see Section 2.5) is a pre-Hopf monad but not a Hopf monad.

Remark 2.9. Certain general results on Hopf algebras extend naturally to pre-Hopf monads, such as Sweedler's theorem on the structure of Hopf modules (see Section 6). Also, Maschke's semisimplicity theorem for Hopf monads on autonomous categories given in [5, Theorem 6.5] holds word for word for pre-Hopf monads in arbitrary monoidal categories. Indeed the proof given in [5], which relied on the properties of a certain natural transformation $\Gamma_{X}: X \otimes T \mathbb{1} \rightarrow$ $T^{2} X$, extends in a straightforward way, observing that $\Gamma_{X}=H_{X, \mathbb{1}}^{r^{-1}}\left(\eta_{X} \otimes T \mathbb{1}\right)$.

Example 2.10. Given a Hopf algebra $A$ in a braided category, we depict its product $m$, unit $u$, coproduct $\Delta$, counit $\varepsilon$, and invertible antipode $S$ as follows:

$$
m=\bigcap_{A}^{A}, \quad u=\left.\right|_{0} ^{A}, \quad \Delta=\bigodot_{A}^{A}, \quad \varepsilon=\left.\right|_{A} ^{A}, \quad S=\oplus_{A}^{A}, \quad S^{-1}=\bigoplus_{A}^{A} .
$$

Let $\mathcal{B}$ be a braided category with braiding $\tau$, and $A$ a bialgebra in $\mathcal{B}$. As shown in [5], the endofunctor $A \otimes$ ? of $\mathcal{B}$ is a bimonad on $\mathcal{B}$, with structure maps:

$$
\mu_{X}=\left.\bigcap_{A}^{A}\right|_{X} ^{X}, \quad \eta_{X}=\left.\emptyset_{0}^{A}\right|_{X} ^{X}, \quad(A \otimes ?)_{2}(X, Y)=\left.\left.\prod_{A}^{A}\right|_{X} ^{X}\right|_{Y} ^{A}, \quad(A \otimes ?)_{0}=\left.\right|_{A} ^{Y} .
$$

Its fusion operators are

$$
H_{X, Y}^{l}=\left.\left.\left.\right|_{\mid} ^{A}\right|_{A} ^{X}\right|_{A} ^{A} \text { and } H_{X, Y}^{r}=\left.\bigodot_{A}^{Y}| |_{A}^{A}\right|_{Y} ^{A} .
$$

If $A$ is a Hopf algebra with invertible antipode $S$, then $A \otimes$ ? is a Hopf monad, the inverses of the fusion operators being:


Similarly, if $A$ is a Hopf algebra in $\mathcal{B}$ with invertible antipode, then ? $\otimes A$ is a Hopf monad on $\mathcal{B}$. Thus Hopf monads generalize Hopf algebras in braided categories. In particular, a Hopf algebra over a commutative ring $\mathbb{k}$ defines a Hopf monad on the category of $\mathbb{k}$-modules. See Section 5 for a detailed discussion of Hopf monads associated with Hopf algebras.

Remark 2.11. Let $T$ be a bimonad on a monoidal category $\mathcal{C}$. Then $T$ is a right (pre-)Hopf monad if and only if its opposite bimonad $T^{\text {cop }}$ on $\mathcal{C}^{\otimes o p}$ (see Remark 2.2) is a left (pre-)Hopf monad.

### 2.8. Hopf monads and Hopf adjunctions

In view of the relation between bimonads and comonoidal adjunctions recalled in Section 2.5, it is natural to look for a characterization of Hopf monads in terms of adjunctions. This leads to the notion of a Hopf adjunction.

Let $(F: \mathcal{C} \rightarrow \mathcal{D}, U: \mathcal{D} \rightarrow \mathcal{C}$ ) be a comonoidal adjunction between monoidal categories (see Section 2.5). The left Hopf operator and the right Hopf operator of $(F, U)$ are the natural transformations

$$
\mathbb{H}^{l}: F\left(1_{\mathcal{C}} \otimes U\right) \rightarrow F \otimes 1_{\mathcal{D}} \quad \text { and } \quad \mathbb{H}^{r}: F\left(U \otimes 1_{\mathcal{C}}\right) \rightarrow 1_{\mathcal{D}} \otimes F
$$

defined by

$$
\begin{aligned}
& \mathbb{H}_{c, d}^{l}=\left(F c \otimes \varepsilon_{d}\right) F_{2}(c, U d): F(c \otimes U d) \rightarrow F c \otimes d, \\
& \mathbb{H}_{d, c}^{r}=\left(\varepsilon_{d} \otimes F c\right) F_{2}(U d, c): F(U d \otimes c) \rightarrow d \otimes F c,
\end{aligned}
$$

for $c \in \mathrm{Ob}(\mathcal{C})$ and $d \in \mathrm{Ob}(\mathcal{D})$.

Remark 2.12. Hopf adjunctions were initially introduced by Lawvere in the context of cartesian categories under the name of Frobenius adjunctions [12].

Remark 2.13. Let $T=U F$ be the bimonad of the comonoidal adjunction $(F, U)$. The fusion operators $H^{l}$ and $H^{r}$ of $T$ are related to the Hopf operators $\Vdash^{l}$ and $\Vdash^{r}$ of $(F, U)$ as follows:

$$
H_{X, Y}^{l}=U_{2}(F X, F Y) U\left(\mathbb{H}_{X, F Y}^{l}\right) \quad \text { and } \quad H_{X, Y}^{r}=U_{2}(F X, F Y) U\left(\mathbb{H}_{F X, Y}^{r}\right)
$$

for all $X, Y \in \operatorname{Ob}(\mathcal{C})$.
A left (resp. right) Hopf adjunction is a comonoidal adjunction $(F, U)$ such that $\mathbb{H}^{l}$ (resp. $\mathbb{H}^{r}$ ) is invertible. A Hopf adjunction is a comonoidal adjunction such that both $\Vdash^{l}$ and $\mathbb{H}^{r}$ are invertible.

A left (resp. right) pre-Hopf adjunction is a comonoidal adjunction $(F, U)$ such that $\mathbb{H}_{\mathbb{1},-}^{l}$ (resp. $\mathbb{H}_{-, \mathbb{1}}^{r}$ ) is invertible. A pre-Hopf adjunction is a comonoidal adjunction such that both $\mathbb{H}_{\mathbb{1},-}^{l}$ and $\mathbb{H}_{-, \mathbb{1}}^{r}$ are invertible.

From Remark 2.13, we easily deduce

## Proposition 2.14.

(a) The monad of a left (resp. right) Hopf adjunction is a left (resp. right) Hopf monad. In particular the monad of a Hopf adjunction is a Hopf monad.
(b) The monad of a left (resp. right) pre-Hopf adjunction is a left (resp. right) pre-Hopf monad. In particular the monad of pre-Hopf adjunction is a pre-Hopf monad.

On the other hand, a bimonad is a Hopf monad if and only if its associated comonoidal adjunction is a Hopf adjunction:

Theorem 2.15. Let $T$ be a bimonad on a monoidal category $\mathcal{C}$.
(a) $T$ is a left (resp. right) Hopf monad if and only if the comonoidal adjunction $\left(F_{T}, U_{T}\right)$ is a left (resp. right) Hopf adjunction. In particular $T$ is a Hopf monad if and only if $\left(F_{T}, U_{T}\right)$ is a Hopf adjunction.
(b) $T$ is a left (resp. right) pre-Hopf monad if and only if the comonoidal adjunction ( $F_{T}, U_{T}$ ) is a left (resp. right) pre-Hopf adjunction. In particular $T$ is a pre-Hopf monad if and only if $\left(F_{T}, U_{T}\right)$ is a pre-Hopf adjunction.

We prove Theorem 2.15 in Section 2.9.
Hopf adjunctions are stable under composition:
Proposition 2.16. The composite of two left (resp. right) Hopf adjunctions is a left (resp. right) Hopf adjunction. In particular the composite of two Hopf adjunctions is a Hopf adjunction.

Proposition 2.16 is a direct consequence of the following lemma:
Lemma 2.17. Let $(F: \mathcal{C} \rightarrow \mathcal{D}, U: \mathcal{D} \rightarrow \mathcal{C})$ and $(G: \mathcal{D} \rightarrow \mathcal{E}, V: \mathcal{E} \rightarrow \mathcal{D})$ be two comonoidal adjunctions. Denote by $\mathbb{H}^{l}$ (resp. $\mathbb{H}^{\prime l}$, resp. $\mathbb{H}^{\prime \prime l}$ ) and $\mathbb{H}^{r}$ (resp. $\mathbb{H}^{\prime r}$, resp. $\mathbb{H}^{\prime \prime r}$ ) the left and right Hopf operators of $(F, U)$ (resp. $(G, V)$, resp. $(G F, U V)$ ). Then

$$
\mathbb{H}_{c, e}^{\prime \prime l}=\mathbb{H}_{F c, e}^{\prime l} G\left(\mathbb{H}_{c, V e}^{l}\right) \quad \text { and } \quad \mathbb{H}_{e, c}^{\prime \prime r}=\mathbb{H}_{e, F c}^{\prime r} G\left(\mathbb{H}_{V e, c}^{r}\right)
$$

for all $c \in \mathrm{Ob}(\mathcal{C})$ and $e \in \operatorname{Ob}(\mathcal{E})$.

### 2.9. Proof of Theorem 2.15

The 'if' part of each assertion results immediately from Proposition 2.14, since $T$ is the bimonad of its comonoidal adjunction. The 'only if' part, less straightforward, results from the following lemma:

Lemma 2.18. Let $T$ be a bimonad on a monoidal category $\mathcal{C}$. Denote by $H^{l}, H^{r}$ its fusion operators and by $\mathbb{H}^{l}, \mathbb{H}^{r}$ the Hopf operators of the adjunction $\left(F_{T}, U_{T}\right)$ of $T$. Let $X$ be an object $\mathcal{C}$. Then $H_{X,-}^{l}$ is invertible if and only if $\Vdash_{X,-}^{l}$ is invertible, and in that case their inverses are related by

$$
H_{X, Y}^{l^{-1}}=\mathbb{H}_{X, F_{T} Y}^{l^{-1}} \quad \text { and } \quad \mathbb{H}_{X,(M, r)}^{l^{-1}}=T\left(\operatorname{id}_{X} \otimes r\right) H_{X, M}^{l^{-1}}\left(\operatorname{id}_{T X} \otimes \eta_{M}\right) .
$$

Similarly $H_{-, X}^{r}$ is invertible if and only if $\square_{-, X}^{r}$ is invertible, and in that case:

$$
H_{Y, X}^{r^{-1}}=\mathbb{H}_{F_{T} Y, X}^{r^{-1}} \quad \text { and } \quad \mathbb{H}_{(M, r), X}^{r^{-1}}=T\left(r \otimes \operatorname{id}_{X}\right) H_{M, X}^{r^{-1}}\left(\eta_{M} \otimes \operatorname{id}_{T X}\right)
$$

Proof. By Remark 2.13, the forgetful functor $U_{T}$ being strict monoidal, we have $H_{X, Y}^{l}=$ $\mathbb{H}_{X, F_{T}(Y)}^{l}$ and $H_{X, Y}^{r}=\mathbb{H}_{F_{T}(X), Y}^{r}$. Hence the 'if' parts and the expressions given for inverses of fusion operators.

Let us prove the 'only if' part of the left-handed case (the right-handed case can be done similarly). Assume $H_{X,-}^{l}$ is invertible. Set $A=T\left(X \otimes\right.$ ?), $B=T X \otimes$ ?, and $\alpha=U_{T} H_{X,-}^{l}: A U_{T} \rightarrow$ $B U_{T}$. We have $\alpha_{F_{T}}=H_{X,-}^{l}$ and so $\alpha_{F_{T}}$ is invertible. Therefore $\alpha$ is invertible by Lemma 2.19 below. Thus $\mathbb{H}^{l}$ is invertible ( $U_{T}$ being conservative) and $\mathbb{H}_{X,(M, r)}^{l^{-1}}=T\left(\mathrm{id}_{X} \otimes r\right) H_{X, M}^{l^{-1}}\left(\mathrm{id}_{T X} \otimes \eta_{M}\right)$ for any $T$-module ( $M, r$ ).

Lemma 2.19. Let $\alpha: A U_{T} \rightarrow B U_{T}$ be a natural transformation, where $T$ is a monad on a category $\mathcal{C}$ and $A, B: \mathcal{C} \rightarrow \mathcal{D}$ are two functors. If $\alpha_{F_{T}}$ is invertible, so is $\alpha$, and

$$
\alpha_{(M, r)}^{-1}=A(r) \alpha_{F_{T} M}^{-1} B\left(\eta_{M}\right)
$$

for any $T$-module.
Proof. Let $(M, r)$ be a $T$-module. The fork

$$
T^{2} M \xrightarrow[T r]{\xrightarrow{\mu_{M}}} T M \xrightarrow{r} M
$$

in $\mathcal{C}$ is split by $T^{2} M \stackrel{\eta_{T M}}{\eta^{2}} T M \leftarrow{ }^{\eta_{M}} M$. As a result, in the diagram:

the two rows are split coequalizers and the first two columns are invertible by assumption. Therefore the third column is also invertible. Since $r: F_{T} M \rightarrow(M, r)$ is $T$-linear, we obtain: $\alpha_{(M, r)}^{-1}=\alpha_{(M, r)}^{-1} B\left(r \eta_{M}\right)=A(r) \alpha_{F_{T} M}^{-1} B\left(\eta_{M}\right)$.

## 3. Hopf monads on closed monoidal categories

In this section we define binary left and right antipodes for a bimonad $T$ on a closed monoidal category $\mathcal{C}$ and show that $T$ is a Hopf monad if and only if $T$ admits binary left and right antipodes, or equivalently, if the category of $T$-modules is closed monoidal and the forgetful functor $U_{T}$ preserves internal Homs. When $\mathcal{C}$ is autonomous, Hopf monads as defined in the present paper coincide with Hopf monads defined in [5] in terms of unary antipodes.

The general results on Hopf monads on closed monoidal categories are stated in Section 3.3 and the autonomous case is studied in Section 3.4. The rest of the section is devoted to the proofs which are based on a classification of adjunction liftings (see Section 3.5).

### 3.1. Closed monoidal categories

See [9] for a general reference. Let $\mathcal{C}$ be a monoidal category. Let $X, Y$ be two objects of $\mathcal{C}$. A left internal Hom from $X$ to $Y$ is an object $[X, Y]^{l}$ endowed with a morphism $\operatorname{ev}_{Y}^{X}:[X, Y]^{l} \otimes$ $X \rightarrow Y$ such that, for each object $Z$ of $\mathcal{C}$, the mapping

$$
\left\{\begin{array}{l}
\operatorname{Hom}_{\mathcal{C}}\left(Z,[X, Y]^{l}\right) \rightarrow \operatorname{Hom}_{\mathcal{C}}(Z \otimes X, Y) \\
f \mapsto \operatorname{ev}_{Y}^{X}\left(f \otimes \operatorname{id}_{X}\right)
\end{array}\right.
$$

is a bijection. If a left internal Hom from $X$ to $Y$ exists, it is unique up to unique isomorphism.
A monoidal category $\mathcal{C}$ is left closed if left internal Homs exist in $\mathcal{C}$. This is equivalent to saying that, for every object $X$ of $\mathcal{C}$, the endofunctor ? $\otimes X$ admits a right adjoint $[X, ?]^{l}$, with adjunction unit and counit:

$$
\operatorname{ev}_{Y}^{X}:[X, Y]^{l} \otimes X \rightarrow Y \quad \text { and } \quad \operatorname{coev}_{Y}^{X}: Y \rightarrow[X, Y \otimes X]^{l},
$$

called respectively the left evaluation and the left coevaluation.
Let $\mathcal{C}$ be a left closed monoidal category. The left internal Homs of $\mathcal{C}$ give rise to a functor:

$$
[-,-]^{l}: \mathcal{C}^{\mathrm{op}} \times \mathcal{C} \rightarrow \mathcal{C}
$$

where $\mathcal{C}^{\text {op }}$ is the category opposite to $\mathcal{C}$. Moreover, from the associativity and unitarity of the monoidal product of $\mathcal{C}$, we deduce isomorphisms

$$
[X \otimes Y, Z]^{l} \simeq\left[X,[Y, Z]^{l}\right]^{l} \quad \text { and } \quad[\mathbb{1}, X]^{l} \simeq X
$$

which we will abstain from writing down in formulae. The composition

$$
c_{X, Y, Z}:[Y, Z]^{l} \otimes[X, Y]^{l} \rightarrow[X, Z]^{l}
$$

of internal Homs is the natural transformation defined by

$$
\operatorname{ev}_{Z}^{X}\left(c_{X, Y, Z} \otimes X\right)=\operatorname{ev}_{Z}^{Y}\left([Y, Z]^{l} \otimes \operatorname{ev}_{Y}^{X}\right)
$$

Remark 3.1. If $X$ is an object of a monoidal category $\mathcal{C}$ admitting a left dual ( $\left.{ }^{\vee} X, \operatorname{ev}_{X}, \operatorname{coev}_{X}\right)$ then, for every object $Y$ of $\mathcal{C},[X, Y]^{l}=Y \otimes^{\vee} X$ is a left internal Hom from $X$ to $Y$, with evaluation morphism $\mathrm{ev}_{Y}^{X}=Y \otimes \mathrm{ev}_{X}$. Therefore any left autonomous category is left closed monoidal.

Remark 3.2. A left closed monoidal category $\mathcal{C}$ is left autonomous if and only if $c_{X, \mathbb{1}, X}:[\mathbb{1}, X]^{l} \otimes$ $[X, \mathbb{1}]^{l} \rightarrow[X, X]^{l}$ is an isomorphism for all object $X$ of $\mathcal{C}$. In that case, ${ }^{\vee} X=[X, \mathbb{1}]^{l}$ is a left dual of $X$, with evaluation $\mathrm{ev}_{X}=\mathrm{ev}_{\mathbb{1}}^{X}$ and coevaluation $\operatorname{coev}_{X}=\left(\mathrm{ev}_{\mathbb{1}}^{X} \otimes \mathrm{id}{ }_{X}\right) c_{X, \mathbb{1}, X}^{-1} \operatorname{coev}_{\mathbb{1}}^{X}$.

One defines similarly right internal Homs and right closed monoidal categories. A monoidal category is right closed if and only if, for every object $X$ of $\mathcal{C}$, the endofunctor $X \otimes$ ? has a right adjoint $[X, ?]^{r}$, with adjunction unit and counit:

$$
\widetilde{\mathrm{e}}_{Y}^{X}: X \otimes[X, Y]^{r} \rightarrow Y \quad \text { and } \quad \widetilde{\operatorname{coev}}_{Y}^{X}: Y \rightarrow[X, X \otimes Y]^{l}
$$

called respectively the right evaluation and the right coevaluation. The right internal Homs of a monoidal left right closed category $\mathcal{C}$ give rise to a functor:

$$
[-,-]^{r}: \mathcal{C}^{\mathrm{op}} \times \mathcal{C} \rightarrow \mathcal{C}
$$

Remark 3.3. A right internal Hom in a monoidal category $\mathcal{C}$ is a left internal Hom in $\mathcal{C}^{\otimes o p}$, and $\mathcal{C}$ is right closed if and only if $\mathcal{C}^{\otimes \mathrm{op}}$ is left closed.

A closed monoidal category is a monoidal category which is both left and right closed.

### 3.2. Functors preserving internal Homs

Let $X, Y$ be objects of a monoidal category $\mathcal{D}$ which have a left internal Hom $[X, Y]^{l}$, with evaluation morphism $\operatorname{ev}_{Y}^{X}:[X, Y]^{l} \otimes X \rightarrow Y$. A monoidal functor $U: \mathcal{D} \rightarrow \mathcal{C}$ is said to preserve the left internal Hom from $X$ to $Y$ if $U[X, Y]^{l}$, endowed with the evaluation

$$
U\left(\operatorname{ev}_{Y}^{X}\right) U_{2}\left([X, Y]^{l}, X\right): U[X, Y]^{l} \otimes U X \rightarrow U Y
$$

is a left internal Hom from $U X$ to $U Y$.
A monoidal functor $U: \mathcal{D} \rightarrow \mathcal{C}$ between left closed monoidal categories is left closed if it preserves all left internal Homs.

Let $U: \mathcal{D} \rightarrow \mathcal{C}$ be a monoidal functor between left closed monoidal categories. The natural transformation $U\left(\mathrm{ev}_{Y}^{X}\right) U_{2}\left([X, Y]^{l}, X\right): U[X, Y]^{l} \otimes U X \rightarrow U Y$ induces by universal property of internal Homs a natural transformation:

$$
U_{X, Y}^{l}: U[X, Y]^{l} \rightarrow[U X, U Y]^{l}
$$

The monoidal functor $U$ is left closed if and only if $U^{l}$ is an isomorphism.
Similarly one defines monoidal functors preserving right internal Homs and right closed monoidal functors.

Lemma 3.4. Let $U: \mathcal{D} \rightarrow \mathcal{C}$ be a strong monoidal functor between left closed monoidal categories. If $U$ is conservative, left closed, and $\mathcal{C}$ is left autonomous, then $\mathcal{D}$ is left autonomous.

Proof. According to Remark 3.2, it is enough to show that, for any object $X$ of $\mathcal{D}$, the composition morphism $c_{X, \mathbb{1}, X}:[\mathbb{1}, X]^{l} \otimes[X, \mathbb{1}]^{l} \rightarrow[X, X]^{l}$ is an isomorphism. Since $U$ is strong monoidal, $U_{2}$ and $U_{0}$ are isomorphisms. Consider the following commutative diagram:


Since $U^{l}$ is an isomorphism ( $U$ being left closed) and $c_{U X, \mathbb{1}, U X}$ is invertible (by Remark 3.2), we obtain that $U\left(c_{X, \mathbb{1}, X}\right)$ is invertible. Now $U$ is conservative. Hence $c_{X, \mathbb{1}, X}$ is an isomorphism.

Proposition 3.5. Let $(F: \mathcal{C} \rightarrow \mathcal{D}, U: \mathcal{D} \rightarrow \mathcal{C})$ be a comonoidal adjunction between monoidal left (resp. right) closed categories. Then $(F, U)$ is a left (resp. right) Hopf adjunction if and only if $U$ is left (resp. right) closed.

Proof. We prove the left-handed version (the right one can be done similarly). Let ( $F: \mathcal{C} \rightarrow \mathcal{D}$, $U: \mathcal{D} \rightarrow \mathcal{C}$ ) be a comonoidal adjunction between left closed monoidal categories. For any $c \in$ $\mathrm{Ob}(\mathcal{C})$ and $d, e \in \mathrm{Ob}(\mathcal{D})$, set

$$
h_{c, d}^{e}:\left\{\begin{array}{l}
\operatorname{Hom}_{\mathcal{D}}(F(c) \otimes d, e) \rightarrow \operatorname{Hom}_{\mathcal{D}}(F(c \otimes U d), e) \\
\alpha \mapsto \alpha \Vdash_{c, d}^{l}
\end{array}\right.
$$

where $\mathbb{H}^{l}$ is the left Hopf operator of $(F, U)$. Note that $h_{c, d}^{e}$ is natural in $c, d, e$ and one verifies easily that it is the composition:

$$
\begin{aligned}
\operatorname{Hom}_{\mathcal{D}}(F c \otimes d, e) & \xrightarrow{\sim} \operatorname{Hom}_{\mathcal{D}}\left(F c,[d, e]^{l}\right) \xrightarrow{\sim} \operatorname{Hom}_{\mathcal{C}}\left(c, U[d, e]^{l}\right) \\
& \xrightarrow{u_{c}^{d, e}} \operatorname{Hom}_{\mathcal{C}}\left(c,[U d, U e]^{l}\right) \xrightarrow{\sim} \operatorname{Hom}_{\mathcal{C}}(c \otimes U d, U e) \\
& \xrightarrow{\sim} \operatorname{Hom}_{\mathcal{D}}(F(c \otimes U d), e),
\end{aligned}
$$

where $u_{c}^{d, e}=\operatorname{Hom}_{\mathcal{C}}\left(c, U_{d, e}^{l}\right)$ and all other maps are adjunction bijections.
Assume that $U$ is left closed. Let $c \in \operatorname{Ob}(\mathcal{C})$ and $d \in \operatorname{Ob}(\mathcal{D})$. Since $U_{d,-}^{l}$ is an isomorphism, $u_{c}^{d,-}$ is an isomorphism, and so is $h_{c, d}^{-}$. Therefore $\Vdash_{c, d}^{l}$ is invertible by the Yoneda lemma. Hence $(F, U)$ is a left Hopf adjunction.

Conversely, suppose that $(F, U)$ is a left Hopf adjunction. Let $d, e \in \operatorname{Ob}(\mathcal{D})$. Since $\mathbb{H}_{-, d}^{l}$ is an isomorphism, $h_{-, d}^{e}$ is an isomorphism, and so is $u_{-}^{d, e}$. Therefore $U_{d, e}^{l}$ is invertible by the Yoneda lemma. Hence $U$ is left closed.

### 3.3. Hopf monads and antipodes in the closed monoidal setting

Let $T$ be a bimonad on a monoidal category $\mathcal{C}$.
If $\mathcal{C}$ is left closed, a binary left antipode for $T$, or simply left antipode for $T$, is a natural transformation

$$
s^{l}=\left\{s_{X, Y}^{l}: T[T X, Y]^{l} \rightarrow[X, T Y]^{l}\right\}_{X, Y \in \mathrm{Ob}(\mathcal{C})}
$$

satisfying the following two axioms:

$$
\begin{gather*}
T\left(\operatorname{ev}_{Y}^{X}\left(\left[\eta_{X}, Y\right]^{l} \otimes X\right)\right)=\operatorname{ev}_{T Y}^{T X}\left(s_{T X, Y}^{l} T\left[\mu_{X}, Y\right]^{l} \otimes T X\right) T_{2}\left([T X, Y]^{l}, X\right)  \tag{1a}\\
{\left[X, T Y \otimes \eta_{X}\right]^{l} \operatorname{coev}_{T Y}^{X}=\left[X,\left(T Y \otimes \mu_{X}\right) T_{2}(Y, T X)\right]^{l} s_{X, Y \otimes T X}^{l} T\left(\operatorname{coev}_{Y}^{T X}\right)} \tag{1b}
\end{gather*}
$$

for all objects $X, Y$ of $\mathcal{C}$.
Similarly if $\mathcal{C}$ is right closed, a binary right antipode for $T$, or simply right antipode for $T$, is a natural transformation

$$
s^{r}=\left\{s_{X, Y}^{r}: T[T X, Y]^{r} \rightarrow[X, T Y]^{r}\right\}_{X, Y \in \mathrm{Ob}(\mathcal{C})}
$$

satisfying:

$$
\begin{gather*}
T\left(\widetilde{\mathrm{e}}_{Y}^{X}\left(X \otimes\left[\eta_{X}, Y\right]^{r}\right)\right)=\widetilde{\mathrm{ev}}_{T Y}^{T X}\left(T X \otimes s_{T X, Y}^{r} T\left[\mu_{X}, Y\right]^{r}\right) T_{2}\left(X,[T X, Y]^{r}\right),  \tag{2a}\\
{\left[X, \eta_{X} \otimes T Y\right]^{r} \widetilde{\operatorname{cov}}_{T Y}^{X}=\left[X,\left(\mu_{X} \otimes T Y\right) T_{2}(T X, Y)\right]^{r} s_{X, T X \otimes Y}^{r} T\left(\widetilde{\cos }_{Y}^{T X}\right),} \tag{2b}
\end{gather*}
$$

for all objects $X, Y$ of $\mathcal{C}$.
With this definition of (binary) antipodes, we have
Theorem 3.6. Let $T$ be a bimonad on a left (resp. right) closed monoidal category $\mathcal{C}$. The following assertions are equivalent:
(i) The bimonad $T$ is a left (resp. right) Hopf monad on $\mathcal{C}$;
(ii) The monoidal category $\mathcal{C}^{T}$ is left (resp. right) closed and the forgetful functor $U_{T}$ is left (resp. right) closed;
(iii) The bimonad $T$ admits a left (resp. right) binary antipode.

This theorem is proved in Section 3.6.
Remark 3.7. If the equivalent conditions of Theorem 3.6 are satisfied, internal Homs in $\mathcal{C}^{T}$ may be constructed in terms of the antipodes of $T$ as follows. If $T$ is a left Hopf monad and $\mathcal{C}$ is left closed monoidal, then a left internal Hom for any two $T$-modules $(M, r)$ and $(N, t)$ is given by

$$
\begin{gathered}
{[(M, r),(N, t)]^{l}=\left([M, N]^{l},[M, t]^{l} s_{M, N}^{l} T[r, N]^{l}\right),} \\
\operatorname{ev}_{(N, t)}^{(M, r)}=\operatorname{ev}_{N}^{M}, \quad \text { and } \quad \operatorname{coev}_{(N, t)}^{(M, r)}=\operatorname{coev}_{N}^{M}
\end{gathered}
$$

Similarly, if $T$ is a right Hopf monad and $\mathcal{C}$ is right closed monoidal, then a right internal Hom for any two $T$-modules $(M, r)$ and $(N, t)$ is given by

$$
\begin{gathered}
{[(M, r),(N, t)]^{r}=\left([M, N]^{r},[M, t]^{r} s_{M, N}^{r} T[r, N]^{r}\right),} \\
\widetilde{\mathrm{ev}}_{(N, t)}^{(M, r)}=\widetilde{\mathrm{ev}}_{N}^{M}, \quad \text { and } \quad \widetilde{\operatorname{cog}}_{(N, t)}^{(M, r)}=\widetilde{\operatorname{coev}}_{N}^{M} .
\end{gathered}
$$

In addition to characterizing Hopf monads on closed monoidal categories, the left and right antipodes, when they exist, are unique and well behaved with respect to the bimonad structure:

Proposition 3.8. Let $T$ be a bimonad on a monoidal category $\mathcal{C}$.
(a) If $\mathcal{C}$ is left (resp. right) closed and $T$ admits a left (resp. right) antipode, then this antipode is unique.
(b) Assume $\mathcal{C}$ is left closed and $T$ is a left Hopf monad. Then the left antipode s ${ }^{l}$ for $T$ satisfies:

$$
\begin{gathered}
s_{X, Y}^{l} \mu_{[T X, Y]^{l}}=\left[X, \mu_{Y}\right]^{l} s_{X, T Y}^{l} T\left(s_{T X, Y}^{l}\right) T^{2}\left[\mu_{X}, Y\right]^{l}, \\
s_{X, Y}^{l} \eta_{[T X, Y]^{l}}=\left[\eta_{X}, \eta_{Y}\right]^{l}, \\
s_{X \otimes Y, Z}^{l} T\left[T_{2}(X, Y), Z\right]^{l}=\left[X, s_{Y, Z}^{l}\right]^{l} s_{X,[T(Y), Z]^{l}}^{l}, \\
s_{T(\mathbb{1}), X}^{l}\left[T_{0}, X\right]^{l}=\mathrm{id}_{T X},
\end{gathered}
$$

for all objects $X, Y, Z$ of $\mathcal{C}$.
(c) Assume $\mathcal{C}$ is right closed and $T$ is a right Hopf monad. Then the right antipode $s^{r}$ for $T$ satisfies:

$$
\begin{gathered}
s_{X, Y}^{r} \mu_{[T X, Y]^{r}}=\left[X, \mu_{Y}\right]^{r} s_{X, T Y}^{r} T\left(s_{T X, Y}^{r}\right) T^{2}\left[\mu_{X}, Y\right]^{r}, \\
s_{X, Y}^{r} \eta_{[T X, Y]^{r}}=\left[\eta_{X}, \eta_{Y}\right]^{r}, \\
s_{X \otimes Y, Z}^{r} T\left[T_{2}(X, Y), Z\right]^{r}=\left[X, s_{Y, Z}^{r}\right]^{r} s_{X,[T(Y), Z]^{r}}^{r}, \\
s_{T(\mathbb{1}), X}^{r}\left[T_{0}, X\right]^{r}=\mathrm{id}_{T X},
\end{gathered}
$$

for all objects $X, Y, Z$ of $\mathcal{C}$.
The proposition is proved in Section 3.6.
Lastly, the antipodes and the inverses of the fusion operators of a Hopf monad can be expressed in terms of one another, as follows:

Proposition 3.9. If $T$ is a left Hopf monad on a left closed monoidal category $\mathcal{C}$, then the inverse of the left fusion operator $H^{l}$ and the left antipode s $s^{l}$ are related as follows:

$$
\begin{gathered}
H_{X, Y}^{l^{-1}}=T\left(X \otimes \mu_{Y}\right) \operatorname{ev}_{T\left(X \otimes T^{2} Y\right)}^{T Y}\left(s_{T Y, X \otimes T^{2} Y}^{l} T\left(\operatorname{coev}_{X}^{T^{2} Y}\right) \otimes \operatorname{id}_{T Y}\right) \\
s_{X, Y}^{l}=\left[X, T \operatorname{ev}_{Y}^{T X}\right]^{l}\left[\eta_{X}, H_{X,[T X, Y]}^{l^{-1}}\right]^{l} \operatorname{coev}_{T[T X, Y]^{l}}^{T X}
\end{gathered}
$$

Similarly if $T$ is a right Hopf monad on a right closed monoidal category $\mathcal{C}$, then the inverse of the right fusion operator $H^{r}$ and the right antipode $s^{l}$ are related as follows:

$$
\begin{aligned}
& H_{X, Y}^{r^{-1}}=T\left(\mu_{X} \otimes Y\right) \widetilde{\mathrm{e}}_{T\left(T^{2} X \otimes Y\right)}^{T X}\left(\mathrm{id}_{T X} \otimes s_{T X, T^{2} X \otimes Y}^{r} T\left(\widetilde{\operatorname{cov}_{Y}^{T}}{ }_{T}^{2}\right)\right), \\
& s_{X, Y}^{r}=\left[X, T \widetilde{\operatorname{ev}}_{Y}^{T X}\right]^{r}\left[\eta_{X}, H_{X,[T X, Y]^{r}}^{r^{-1}}\right]^{r} \widetilde{\operatorname{coev}_{T[T X, Y]^{r}}^{T X}} .
\end{aligned}
$$

The proposition is proved in Section 3.6.

### 3.4. Hopf monads on autonomous categories

The notion of Hopf monad introduced in this paper is a generalization of the notion of Hopf monad on an autonomous category introduced in [5].

If $T$ is a bimonad on a left autonomous category $\mathcal{C}$, a unary left antipode for $T$, or simply left antipode for $T$, is a natural transformation

$$
\mathfrak{s}^{l}=\left\{\mathfrak{s}_{X}^{l}: T\left({ }^{\vee} T X\right) \rightarrow{ }^{\vee} X\right\}_{X \in \mathrm{Ob}(\mathcal{C})}
$$

satisfying:

$$
\begin{aligned}
& T_{0} T\left(\mathrm{ev}_{X}\right) T\left({ }^{\vee} \eta_{X} \otimes X\right)=\mathrm{ev}_{T X}\left(\mathfrak{s}_{T X}^{l} T\left({ }^{\vee} \mu_{X}\right) \otimes T X\right) T_{2}\left({ }^{\vee} T X, X\right) ; \\
& \left(\eta_{X} \otimes{ }^{\vee} X\right) \operatorname{coev}_{X} T_{0}=\left(\mu_{X} \otimes \mathfrak{s}_{X}^{l}\right) T_{2}\left(T X,{ }^{\vee} T X\right) T\left(\operatorname{coev}_{T X}\right) ;
\end{aligned}
$$

for every object $X$ of $\mathcal{C}$.
Similarly if $T$ is a bimonad on a right autonomous category $\mathcal{C}$, a unary right antipode for $T$, or simply left antipode for $T$, is a natural transformation

$$
\mathfrak{s}^{r}=\left\{\mathfrak{s}_{X}^{r}: T\left((T X)^{\vee}\right) \rightarrow X^{\vee}\right\}_{X \in \mathrm{Ob}(\mathcal{C})}
$$

satisfying:

$$
\begin{aligned}
T_{0} T\left(\widetilde{\operatorname{ev}}_{X}\right) T\left(X \otimes \eta_{X}^{\vee}\right) & =\widetilde{\mathrm{ev}}_{T X}\left(T X \otimes \mathfrak{s}_{T X}^{r} T\left(\mu_{X}^{\vee}\right)\right) T_{2}\left(X,(T X)^{\vee}\right) \\
\left(X^{\vee} \otimes \eta_{X}\right) \widetilde{\operatorname{cov}}_{X} T_{0} & =\left(\mathfrak{s}_{X}^{r} \otimes \mu_{X}\right) T_{2}\left((T X)^{\vee}, T X\right) T\left(\widetilde{\operatorname{cev}_{T X}}\right) .
\end{aligned}
$$

In [5], a left (resp. right) Hopf monad $T$ on a left (resp. right) autonomous category $\mathcal{C}$ is defined as a bimonad on $\mathcal{C}$ which admits a left (resp. right) unary antipode or, equivalently by [5, Theorem 3.8], whose category of modules $\mathcal{C}^{T}$ is left (resp. right) autonomous. This definition, which makes sense only in the autonomous setting, agrees with that given in Section 2.7:

Theorem 3.10. Let $\mathcal{C}$ be a left (resp. right) autonomous category and $T$ be a bimonad on $\mathcal{C}$. Then the following assertions are equivalent:
(i) The bimonad $T$ has a left (resp. right) unary antipode;
(ii) The bimonad $T$ has a left (resp. right) binary antipode;
(iii) The bimonad $T$ is a left (resp. right) Hopf monad.

The theorem is proved in Section 3.6.
Remark 3.11. The binary left antipode $s_{X, Y}^{l}$ and unary left antipode $\mathfrak{s}_{X}^{l}$ of a left Hopf monad $T$ on a left autonomous category are related as follows:

$$
s_{X, Y}^{l}=\left(T X \otimes \mathfrak{s}_{Y}^{l}\right) T_{2}\left(X,{ }^{\vee} T Y\right) \quad \text { and } \quad \mathfrak{s}_{X}^{l}=\left(T_{0} \otimes{ }^{\vee} X\right) s_{X, \mathbb{1}}^{l} .
$$

Similarly the binary right antipode $s_{X, Y}^{r}$ and unary right antipode $\mathfrak{s}_{X}^{l}$ of a right Hopf monad $T$ on a right autonomous category are related as follows:

$$
s_{X, Y}^{r}=\left(\mathfrak{s}_{Y}^{r} \otimes T X\right) T_{2}\left({ }^{\vee} T Y, X\right) \quad \text { and } \quad \mathfrak{s}_{X}^{r}=\left({ }^{\vee} X \otimes T_{0}\right) s_{X, \mathbb{1}}^{r}
$$

### 3.5. Lifting adjunctions

In this subsection, $(T, \mu, \eta)$ is a monad on a category $\mathcal{C}$ and $\left(T^{\prime}, \mu^{\prime}, \eta^{\prime}\right)$ is a monad on a category $\mathcal{C}^{\prime}$.

A lift of a functor $G: \mathcal{C} \rightarrow \mathcal{C}^{\prime}$ along $\left(T, T^{\prime}\right)$ is a functor $\widetilde{G}: \mathcal{C}^{T} \rightarrow \mathcal{C}^{\prime T^{\prime}}$ such that $U_{T^{\prime}} \widetilde{G}=G U_{T}$. It is a well-known fact that such lifts $\widetilde{G}$ are in bijective correspondence with natural transformations $\zeta: T^{\prime} G \rightarrow G T$ satisfying:

$$
\zeta \mu_{G}^{\prime}=G(\mu) \zeta_{T} T^{\prime}(\zeta) \quad \text { and } \quad \zeta \eta_{G}^{\prime}=G(\eta)
$$

Such a natural transformation $\zeta$ is called a lifting datum for $G$ along $\left(T, T^{\prime}\right)$.
The lift $\widetilde{G}^{\zeta}$ corresponding with a lifting datum $\zeta$ is defined by

$$
\widetilde{G}^{\zeta}(M, r)=\left(G(M), G(r) \zeta_{M}\right)
$$

Conversely, the lifting datum associated with a lift $\widetilde{G}$ is

$$
\zeta=U_{T^{\prime}}\left(\varepsilon_{\widetilde{G} F_{T}}^{\prime}\right) T^{\prime} G(\eta)
$$

where $\varepsilon^{\prime}$ denotes the counit of the adjunction ( $F_{T^{\prime}}, U_{T^{\prime}}$ ).
Consider two functors $G, G^{\prime}: \mathcal{C} \rightarrow \mathcal{C}^{\prime}$, a lifting datum $\zeta$ for $G$, and a lifting datum $\zeta^{\prime}$ for $G^{\prime}$. Then a natural transformation $\alpha: G \rightarrow G^{\prime}$ lifts to a natural transformation

$$
\widetilde{\alpha}: \widetilde{G}^{\zeta} \rightarrow \widetilde{G}^{\zeta^{\prime}}
$$

(in the sense that $U_{T^{\prime}}(\widetilde{\alpha})=\alpha_{U_{T}}$ ) if and only if it satisfies $\zeta^{\prime} T^{\prime}(\alpha)=\alpha_{T} \zeta$.
Example 3.12. Let $T$ be a bimonad on a monoidal category $\mathcal{C}$ and $(M, r)$ be a $T$-module. Then the endofunctors ? $\otimes M$ and $M \otimes$ ? of $\mathcal{C}$ lift to endofunctors ? $\otimes(M, r)$ and $(M, r) \otimes$ ? of $\mathcal{C}^{T}$. The lifting data corresponding with these lifts are the Hopf operators $\mathbb{H}_{-,(M, r)}^{l}$ and $\mathbb{H}_{(M, r),-}^{r}$ of the comonoidal adjunction $\left(F_{T}, U_{T}\right)$.

Now let $\left(G: \mathcal{C} \rightarrow \mathcal{C}^{\prime}, V: \mathcal{C}^{\prime} \rightarrow \mathcal{C}\right)$ be an adjunction, with unit $h: 1_{\mathcal{C}} \rightarrow V G$ and counit $e: G V \rightarrow 1_{\mathcal{C}^{\prime}}$.

A lift of the adjunction $(G, V)$ along $\left(T, T^{\prime}\right)$ is an adjunction $(\widetilde{G}, \widetilde{V})$, where $\widetilde{G}: \mathcal{C}^{T} \rightarrow \mathcal{C}^{\prime T^{\prime}}$ is a lift of $G$ along $\left(T, T^{\prime}\right), \tilde{V}: \mathcal{C}^{\prime T^{\prime}} \rightarrow \mathcal{C}^{T}$ is a lift of $V$ along $\left(T^{\prime}, T\right)$, and the unit $\widetilde{h}$ and counit $\widetilde{e}$ of $(\widetilde{G}, \widetilde{V})$ are lifts of $h$ and $e$ respectively.

Lifts of the adjunction $(G, V)$ are in bijective correspondence with pairs $(\zeta, \xi)$, where $\zeta: T^{\prime} G \rightarrow G T$ and $\xi: T V \rightarrow V T^{\prime}$ are natural transformations satisfying the following axioms:

$$
\begin{align*}
\zeta \mu_{G}^{\prime} & =G(\mu) \zeta_{T} T^{\prime}(\zeta)  \tag{3a}\\
\zeta \eta_{G}^{\prime} & =G(\eta)  \tag{3b}\\
\xi \mu_{V} & =V\left(\mu^{\prime}\right) \xi_{T^{\prime}} T(\xi)  \tag{3c}\\
\xi \eta_{V} & =V\left(\eta^{\prime}\right)  \tag{3d}\\
T^{\prime}(e) & =e_{T^{\prime}} G(\xi) \zeta_{V}  \tag{3e}\\
h_{T} & =V(\zeta) \xi_{G} T(h) \tag{3f}
\end{align*}
$$

Such a pair $(\zeta, \xi)$ is called a lifting datum for the adjunction $(G, V)$ along $\left(T, T^{\prime}\right)$.
By adjunction, we have a bijection

$$
\Phi:\left\{\begin{array}{l}
\operatorname{Hom}\left(T V, V T^{\prime}\right) \rightarrow \operatorname{Hom}\left(G T, T^{\prime} G\right) \\
\xi \mapsto \Phi(\xi)=e_{T^{\prime} G} G\left(\xi_{G}\right) G T(h)
\end{array}\right.
$$

whose inverse is given by $\Phi^{-1}(\alpha)=V T^{\prime}(e) V\left(\alpha_{V}\right) h_{T V}$.

Theorem 3.13. Let $\zeta: T^{\prime} G \rightarrow G T^{\prime}$ be a lifting datum for $G$ along $\left(T, T^{\prime}\right)$. Then the following assertions are equivalent:
(i) There exists a natural transformation $\xi: T V \rightarrow V T^{\prime}$ such that $(\zeta, \xi)$ is a lifting datum for the adjunction ( $G, V$ ) along $\left(T, T^{\prime}\right)$.
(ii) $\zeta$ is invertible.

If such is the case, $\xi$ is unique and $\xi=\Phi^{-1}\left(\zeta^{-1}\right)$.

The theorem, which may be interpreted in terms of doctrinal adjunctions, results immediately from the following lemma:

Lemma 3.14. Let $\zeta: T^{\prime} G \rightarrow G T$ and $\xi: T V \rightarrow V T^{\prime}$ be natural transformations.
(a) Axiom (3e) is equivalent to $\Phi(\xi) \zeta=\mathrm{id}_{T^{\prime} G}$, and (3f) to $\zeta \Phi(\xi)=\mathrm{id}_{G T}$.
(b) If (3e) and (3f) hold, then (3a) is equivalent to (3c), and (3b) to (3d).

Proof. The adjunction bijection $\operatorname{Hom}\left(T^{\prime} G V, T^{\prime}\right) \xrightarrow{\sim} \operatorname{Hom}\left(T^{\prime} G, T^{\prime} G\right)$, defined by $\beta \mapsto$ $\beta_{G} T^{\prime} G(h)$, sends $T^{\prime}(e)$ to $\operatorname{id}_{T^{\prime} G}$, and $e_{T^{\prime}} G(\xi) \zeta_{V}$ to $e_{T^{\prime} G} G\left(\xi_{G}\right) \zeta_{V G} T^{\prime} G(h)=\Phi(\xi) \zeta$. Similarly the adjunction bijection $\operatorname{Hom}(T, V G T) \xrightarrow{\sim} \operatorname{Hom}(G T, G T)$ sends $h_{T}$ to $\mathrm{id}_{G T}$ and $V(\zeta) \xi_{G} T(h)$ to $\zeta \Phi(\xi)$. Hence part (a).

Now assume that axioms (3e) and (3f) hold. In other words, $\zeta$ is invertible and $\zeta^{-1}=\Phi(\xi)$. Then axiom (3a) and axiom (3b) can be re-written as $\Phi(\xi) G(\mu)=\mu_{G}^{\prime} T^{\prime}(\Phi(\xi)) \Phi(\xi)_{T}$ and $\Phi(\xi) G(\eta)=\eta_{G}^{\prime}$, which translate respectively to axiom (3c) and axiom (3d) via the adjunction bijections $\operatorname{Hom}\left(G T^{2}, T^{\prime} G\right) \xrightarrow{\sim} \operatorname{Hom}\left(T^{2} V, V T^{\prime}\right)$ and $\operatorname{Hom}\left(G, T^{\prime} G\right) \xrightarrow{\sim} \operatorname{Hom}\left(V, V T^{\prime}\right)$. Hence part (b).

### 3.6. Bimonads and lifting adjunctions

Here, by applying the results of Section 3.5 to bimonads in closed monoidal categories, we prove Theorems 3.6 and 3.10 and Propositions 3.8 and 3.9. We deal with the left closed case, from which the right closed case results using the coopposite bimonad (see Remarks 2.11 and 3.3).

Let $\mathcal{C}$ be a monoidal category and $T$ be a bimonad on $\mathcal{C}$. Note that $T \times 1_{\mathcal{C}^{T}}$ is a bimonad on $\mathcal{C} \times \mathcal{C}^{T}$. The monoidal tensor product $\otimes: \mathcal{C}^{T} \times \mathcal{C}^{T} \rightarrow \mathcal{C}^{T}$ of $\mathcal{C}^{T}$ is a lift of the functor $\otimes\left(1_{\mathcal{C}} \times\right.$ $\left.U_{T}\right): \mathcal{C} \times \mathcal{C}^{T} \rightarrow \mathcal{C}$ along $\left(T \times 1_{\mathcal{C}^{T}}, T\right)$ :


The corresponding lifting datum $\zeta: T\left(1_{\mathcal{C}} \otimes U_{T}\right) \rightarrow T \otimes U_{T}$ is given by

$$
\zeta_{X}^{(M, r)}=(X \otimes r) T_{2}(X, M): T(X \otimes M) \rightarrow T(X) \otimes M .
$$

Note that $\zeta=U_{T}\left(\mathbb{H}^{l}\right)$, where $\mathbb{H}^{l}$ denotes the left Hopf operator of the comonoidal adjunction ( $F_{T}, U_{T}$ ), and so, $U_{T}$ being conservative, $\zeta$ is invertible if and only if $T$ is a left Hopf monad.

Assume now that $\mathcal{C}$ is left closed, that is, we have an adjunction $\left(? \otimes X,[X, ?]^{l}\right)$ for each $X \in$ $\mathrm{Ob}(\mathcal{C})$. In particular $(? \otimes M)_{(M, r) \in \mathcal{C}^{T}}$ is a family of endofunctors of $\mathcal{C}$ admitting right adjoints indexed by $\mathcal{C}^{T}$.

Lemma 3.15. The following assertions are equivalent:
(i) The category $\mathcal{C}^{T}$ is left closed monoidal and $U_{T}$ is left closed;
(ii) For each $T$-module $(M, r)$, the adjunction $\left(? \otimes M,[M, ?]^{l}\right)$ lifts to an adjunction $(? \otimes$ $\left.(M, r), \widetilde{V}_{(M, r)}\right)$.

Proof. Let us prove that (i) implies (ii). Recall that since $U_{T}$ is left closed, we have a natural isomorphism $U_{T}^{l}: U_{T}[,]^{l} \rightarrow\left[U_{T}, U_{T}\right]^{l}$, see Section 3.2. Thus, by transport of structure, we may choose left internal Homs in $\mathcal{C}^{T}$ so that $U_{T}[(M, r),(N, r)]^{l}$ is equal to $[M, N]^{l}, U_{T}^{l}$ being the identity. Then the adjunction $\left(? \otimes(M, r),[(M, r), ?]^{l}\right)$ is a lift of the adjunction $\left(? \otimes M,[M, ?]^{l}\right)$.

Conversely (ii) implies (i) since the existence of an adjunction $\left(? \otimes(M, r), \widetilde{V}_{(M, r)}\right)$ lifting the adjunction $\left(? \otimes M,[M, ?]^{l}\right)$ means firstly that $\mathcal{C}^{T}$ is left closed monoidal, with $[(M, r), ?]^{l}=$ $\widetilde{V}_{(M, r)}$, and secondly that $U_{T}^{l}$ is the identity (and so $U_{T}$ is left closed).

Let us prove Theorem 3.6, Propositions 3.8 and 3.9, and Theorem 3.10.
Proof of Theorem 3.6. According to Theorem 3.13, given a $T$-module ( $M, r$ ), the adjunction $\left(? \otimes M,[M, ?]^{l}\right)$ lifts to an adjunction $\left(? \otimes(M, r), \widetilde{V}^{(M, r)}\right)$ if and only if the lifting datum $\zeta^{(M, r)}$ is invertible. Therefore, by Lemma 3.15, $\mathcal{C}^{T}$ is left closed monoidal and $U_{T}$ is left closed if and only if $\zeta$ is invertible, and so if and only if $T$ is a left Hopf monad. Hence the equivalence of assertions (i) and (ii).

Assume (i) holds, so that $\zeta$ is invertible. By Theorem 3.13, for any $T$-module ( $M, r$ ), there exists a unique natural transformation

$$
\xi^{(M, r)}: T[M, ?]^{l} \rightarrow[M, T]^{l}
$$

such that $\left(\zeta^{(M, r)}, \xi^{(M, r)}\right)$ is a lifting datum for the adjunction $\left(? \otimes M,[M, ?]^{l}\right)$ along $(T, T)$, which is given by

$$
\xi_{X}^{(M, r)}=\left[M, T\left(\operatorname{ev}_{X}^{M}\right)\right]^{l}\left[M, \zeta_{[M, X]^{l}}^{\left.(M, r)^{-1}\right]^{l} \operatorname{coev}_{T[M, X]^{l}}^{M} . . . .}\right.
$$

Note that $\xi$ is natural in $(M, r)$. Axioms (3e) and (3f) for this lifting datum are

$$
\begin{align*}
T\left(\operatorname{ev}_{X}^{M}\right) & =\operatorname{ev}_{T X}^{M}\left(\xi_{X}^{(M, r)} \otimes M\right) \zeta_{[M, X]}^{(M, r)},  \tag{4a}\\
\operatorname{coev}_{T X}^{M} & =\left[M, \zeta_{X}^{(M, r)}\right] \xi_{X \otimes M}^{(M, r)} T\left(\operatorname{coev}_{X}^{M}\right) . \tag{4b}
\end{align*}
$$

They translate to axioms (1a) and (1b) of a left antipode under the adjunction bijection:

$$
\Psi:\left\{\begin{array}{l}
\operatorname{Hom}\left(T\left[U_{T}, 1_{\mathcal{C}}\right]^{l},\left[U_{T}, T\right]^{l}\right) \rightarrow \operatorname{Hom}\left(T\left[T, 1_{\mathcal{C}}\right]^{l},\left[1_{\mathcal{C}}, T\right]^{l}\right) \\
\xi \mapsto s^{l}=\left\{s_{X, Y}^{l}=\left[\eta_{X}, T Y\right]^{l} \xi_{Y}^{F_{T} X}\right\}_{X, Y \in \mathrm{Ob}(\mathcal{C})} .
\end{array}\right.
$$

Hence assertion (iii).
Conversely assume (iii) holds. Denote by $s^{l}$ the left antipode of $T$. Set $\xi=\Psi^{-1}\left(s^{l}\right)$, that is, $\xi_{Y}^{(M, r)}=s_{M, Y}^{l} T[r, Y]^{l}$. Under $\Psi^{-1}$, axioms (1a) and (1b) for $s^{l}$ translate to (4a) and (4b). In particular, for any $T$-module ( $M, r$ ), $\xi^{(M, r)}$ satisfies (3e) and (3f). Furthermore, axioms (3a) and (3b) hold for $\zeta^{(M, r)}$ as it is a lifting datum for ? $\otimes M$. Thus, by Lemma 3.14, axioms (3c) and (3d) hold for $\xi^{(M, r)}$, that is:

$$
\begin{align*}
\xi_{X}^{(M, r)} \mu_{[M, X]^{l}} & =\left[M, \mu_{X}\right]^{l} \xi_{T X}^{(M, r)} T\left(\xi_{X}^{(M, r)}\right),  \tag{5a}\\
\xi_{X}^{(M, r)} \eta_{[M, X]^{l}} & =\left[M, \eta_{X}\right]^{l} . \tag{5b}
\end{align*}
$$

Therefore $\left(\zeta^{(M, r)}, \xi^{(M, r)}\right)$ is a lifting datum for the adjunction $\left(? \otimes M,[M, ?]^{l}\right)$ along $(T, T)$. Hence (ii) by Lemma 3.15. This concludes the proof of Theorem 3.6.

Proof of Proposition 3.8. Part (a) results from the fact that if a natural transformation $\xi$ satisfying (4a) and (4b) exists, it is unique by Theorem 3.13.

Let us prove part (b). Assume that $T$ admits a left antipode $s$. When translated in terms of $s^{l}$, axioms (4a) and (4b) yield the compatibility of $s^{l}$ with $\mu$ and $\eta$. Given two $T$-modules ( $M, r$ ) and ( $N, t$ ), the $T$-action of the left internal Hom $[(M, r),(N, t)]^{l}$ obtained by lifting $[M, N]^{l}$ is $[M, t]^{l} s_{M, N}^{l} T[r, N]^{l}$. Given a third $T$-module $(P, p)$, the $T$-linearity of the canonical isomorphism

$$
[(M, r) \otimes(N, t),(P, p)]^{l} \simeq\left[(M, r),[(N, t),(P, p)]^{l}\right]^{l}
$$

translated in terms of $s^{l}$, yields the compatibility of $s^{l}$ to $T_{2}$. Similarly the $T$-linearity of the canonical isomorphism

$$
\left[\left(\mathbb{1}, T_{0}\right),(M, r)\right]^{l} \simeq(M, r)
$$

yields the compatibility of $s^{l}$ to $T_{0}$. Hence Proposition 3.8.
Proof of Proposition 3.9. Denote by $s^{l}$ the left antipode of $T$ and set $\xi=\Psi^{-1}\left(s^{l}\right)$. Recall that $\xi_{Y}^{(M, r)}=s_{M, Y}^{l} T[r, Y]^{l}$ and $s_{X, Y}^{l}=\left[\eta_{X}, T Y\right]^{l} \xi_{Y}^{F_{T} X}$. By Theorem 3.13,

$$
\begin{gathered}
\xi_{X}^{(M, r)}=\left[M, T\left(\operatorname{ev}_{X}^{M}\right)\right]^{l}\left[M, \zeta_{[M, X]^{l}}^{\left.(M, r)^{-1}\right]^{l} \operatorname{coev}_{T[M, X]^{l}}^{M}},\right. \\
\zeta_{X}^{(M, r)^{-1}}=\operatorname{ev}_{X \otimes M}^{M}\left(\xi_{X \otimes M}^{(M, r)} \otimes M\right) T\left(\operatorname{coev}_{X}^{M}\right)
\end{gathered}
$$

where $\zeta_{X}^{(M, r)}=\mathbb{H}_{X,(M, r)}^{l}$. By Lemma 2.18, we have: $H_{X, Y}^{l^{-1}}=\zeta_{X}^{F_{T} Y^{-1}}$ and

$$
\zeta_{X}^{(M, r)^{-1}}=T\left(\operatorname{id}_{X} \otimes r\right) H_{X, M}^{l^{-1}}\left(\operatorname{id}_{T X} \otimes \eta_{M}\right)
$$

Hence the expression of $s^{l}$ in terms of $H^{l^{-1}}$, and conversely.
Proof of Theorem 3.10. We prove the left-handed version. Assertions (ii) and (iii) are equivalent by Theorem 3.6. Assertion (iii) is equivalent to $\mathcal{C}^{T}$ and $U_{T}$ being left closed, and so to $\mathcal{C}^{T}$ being left autonomous (using Lemma 3.4 and the fact that a strong monoidal functor preserves left duals). Hence (ii) is equivalent to (i) by [5, Theorem 3.8].

## 4. Cross products and related constructions

In this section we study the cross product of Hopf monads (previously introduced in [6] for Hopf monads on autonomous categories). In particular we introduce the inverse operation, called the cross quotient.

### 4.1. Functoriality of categories of modules

Let $\mathcal{C}$ be a category. If $T$ is a monad on $\mathcal{C}$, then $\left(\mathcal{C}^{T}, U_{T}\right)$ is a category over $\mathcal{C}$, that is, an object of Cat $/ \mathcal{C}$. Any morphism $f: T \rightarrow P$ of monads on $\mathcal{C}$ induces a functor

$$
f^{*}:\left\{\begin{array}{l}
\mathcal{C}^{P} \rightarrow \mathcal{C}^{T} \\
(M, r) \mapsto\left(M, r f_{M}\right)
\end{array}\right.
$$

over $\mathcal{C}$, that is, $U_{T} f^{*}=U_{P}$. Moreover, any functor $F: \mathcal{C}^{P} \rightarrow \mathcal{C}^{T}$ over $\mathcal{C}$ is of this form. This construction defines a fully faithful functor

$$
\left\{\begin{array}{l}
\operatorname{Mon}(\mathcal{C})^{\mathrm{op}} \rightarrow \mathrm{Cat} / \mathcal{C} \\
T \mapsto\left(\mathcal{C}^{T}, U_{T}\right)
\end{array}\right.
$$

If $f: T \rightarrow P$ is a morphism of bimonads on a monoidal category $\mathcal{C}$, then $f^{*}: \mathcal{C}^{P} \rightarrow \mathcal{C}^{T}$ is a strict monoidal functor over $\mathcal{C}$, and any strong monoidal functor $F: \mathcal{C}^{P} \rightarrow \mathcal{C}^{T}$ over $\mathcal{C}$ (that is, such that $U_{T} F=U_{P}$ as monoidal functors) is of this form (see [5, Lemma 2.9]). Hence a fully faithful functor

$$
\operatorname{BiMon}(\mathcal{C})^{\mathrm{op}} \rightarrow \text { MonCat } / \mathcal{C}
$$

### 4.2. Exactness properties of monads

A Hopf monad $T$ on a monoidal category $\mathcal{C}$ admits a right adjoint if $\mathcal{C}$ is autonomous (see [5, Corollary 3.12]), but not in general. In many cases, the existence of a right adjoint can be replaced by the weaker condition of preservation of reflexive coequalizers (defined in Section 1).

Lemma 4.1. (See [13].) Let $\mathcal{C}$ be a category and $T$ be a monad on $\mathcal{C}$ preserving reflexive coequalizers. Then:
(a) A reflexive pair of morphisms of $\mathcal{C}^{T}$ whose image by $U_{T}$ has a coequalizer, has a coequalizer, and this coequalizer is preserved by $U_{T}$;
(b) If reflexive coequalizers exist in $\mathcal{C}$, they exist also in $\mathcal{C}^{T}$ and $U_{T}$ preserves them.

Lemma 4.2. Let $\mathcal{C}$ be a monoidal category admitting reflexive coequalizers, which are preserved by monoidal product on the left (resp. right). If $T$ is a bimonad on $\mathcal{C}$ preserving reflexive coequalizers, then $\mathcal{C}^{T}$ has reflexive coequalizers which are preserved by monoidal product on the left (resp. right).

Proof. Let us prove the right-handed version. According to Lemma 4.1, $\mathcal{C}^{T}$ has reflexive coequalizers and $U_{T}$ preserves them. Let $h$ be a coequalizer of a reflexive pair $(f, g)$ in $\mathcal{C}^{T}$, and $d$ be an object of $\mathcal{C}^{T}$. Denoting $k$ be a coequalizer of the reflexive pair $(f \otimes d, g \otimes d)$, the morphism $h \otimes d$ factorizes uniquely as $\phi k$. Both $U_{T}(h \otimes d)$ and $U_{T} k$ are coequalizers of $\left(U_{T} f, U_{T} g\right)$ (because $U_{T}$ and $U_{T} \otimes U_{T} d$ preserve reflexive coequalizers) so $U_{T} \phi$ is an isomorphism. Hence $\phi$ is an isomorphism, since $U_{T}$ is conservative. Thus $h \otimes d$ is a coequalizer of $(f \otimes d, g \otimes d)$.

### 4.3. Cross products

Let $T$ be a monad on a category $\mathcal{C}$. If $Q$ is a monad on the category $\mathcal{C}^{T}$ of $T$-modules, the monad of the composite adjunction
is called the cross product of $T$ by $Q$ and is denoted by $Q \rtimes T$ (see [6, Section 3.7]). As an endofunctor of $\mathcal{C}, Q \rtimes T=U_{T} Q F_{T}$. The product $p$ and unit $e$ of $Q \rtimes T$ are

$$
p=q_{F_{T}} Q\left(\varepsilon_{Q F_{T}}\right) \quad \text { and } \quad e=v_{F_{T}} \eta \text {, }
$$

where $q$ and $v$ are the product and the unit of $Q$, and $\eta$ and $\varepsilon$ are the unit and counit of the adjunction $\left(F_{T}, U_{T}\right)$.

Note that the composition of two monadic functors is not monadic in general. However:
Proposition 4.3. (See [1].) If $T$ is a monad on a category $\mathcal{C}$ and $Q$ is a monad on $\mathcal{C}^{T}$ which preserves reflexive coequalizers, then the forgetful functor $U_{T} U_{Q}$ is monadic with monad $Q \rtimes T$. Moreover the comparison functor

$$
K:\left(\mathcal{C}^{T}\right)^{Q} \rightarrow \mathcal{C}^{Q \rtimes T}
$$

is an isomorphism of categories.
If $T$ is a bimonad on a monoidal category $\mathcal{C}$ and $Q$ is a bimonad on $\mathcal{C}^{T}$, then $Q \rtimes T=U_{T} Q F_{T}$ is a bimonad on $\mathcal{C}$ (since a composition of comonoidal adjunctions is a comonoidal adjunction), with comonoidal structure given by

$$
\begin{gathered}
(Q \rtimes T)_{2}(X, Y)=Q_{2}\left(F_{T}(X), F_{T}(Y)\right) Q\left(\left(F_{T}\right)_{2}(X, Y)\right), \\
(Q \rtimes T)_{0}=Q_{0} Q\left(\left(F_{T}\right)_{0}\right) .
\end{gathered}
$$

In that case the comparison functor $K:\left(\mathcal{C}^{T}\right)^{Q} \rightarrow \mathcal{C}^{Q \rtimes T}$ is strict monoidal.
The cross product is functorial in $Q$ : the assignment $Q \mapsto Q \rtimes T$ defines a functor ? $\rtimes$ $T: \operatorname{BiMon}\left(\mathcal{C}^{T}\right) \rightarrow \operatorname{BiMon}(\mathcal{C})$.

From Proposition 2.16 and Proposition 2.14, we deduce
Proposition 4.4. The cross product of two left (resp. right) Hopf monads is a left (resp. right) Hopf monad. In particular, the cross product of two Hopf monads is a Hopf monad.

Example 4.5. Let $H$ be a bialgebra over a field $\mathbb{k}$ and $A$ be an $H$-module algebra, that is, an algebra in the monoidal category ${ }_{H} \operatorname{Mod}$ of left $H$-modules. In this situation, we may form the cross product $A \rtimes H$, which is a $\mathbb{k}$-algebra (see [16]). Recall that $H \otimes$ ? is a monad on $\operatorname{Vect}_{\mathrm{k}}$ and $A \otimes$ ? is a monad on $H_{H}$ Mod. Then:

$$
(A \otimes ?) \rtimes(H \otimes ?)=(A \rtimes H) \otimes ?
$$

as monads. Moreover, if $H$ is a quasitriangular Hopf algebra and $A$ is an $H$-module Hopf algebra, that is, a Hopf algebra in the braided category ${ }_{H}$ Mod, then $A \rtimes H$ is a Hopf algebra over $\mathbb{k}$, and $(A \otimes ?) \rtimes(H \otimes ?)=(A \rtimes H) \otimes ?$ as Hopf monads.

Example 4.6. Let $T$ be a Hopf monad on an autonomous category $\mathcal{C}$. Assume $T$ is centralizable, that is, for all object $X$ of $\mathcal{C}$, the coend

$$
Z_{T}(X)=\int^{Y \in \mathcal{C}} \vee T(Y) \otimes X \otimes Y
$$

exists (see [6]). In that case, the assignment $X \mapsto Z_{T}(X)$ is a Hopf monad on $\mathcal{C}$, called the centralizer of $T$ and denoted by $Z_{T}$. The centralizer $Z_{T}$ of $T$ lifts canonically to a Hopf monad $\widetilde{Z_{T}}$
on $\mathcal{C}^{T}$, which is the centralizer of $1_{\mathcal{C}^{T}}$. Then, by [6, Theorem 6.5], $D_{T}=\widetilde{Z_{T}} \rtimes T$ is a quasitriangular Hopf monad, called the double of $T$, and satisfies $\mathcal{Z}\left(\mathcal{C}^{T}\right) \cong \mathcal{C}^{D_{T}}$ as braided categories, where $\mathcal{Z}$ denotes the categorical center.

Distributive laws, introduced by Beck [2] to encode composition and lifting of monads, have been adapted to Hopf monads on autonomous categories in [6]. The next corollary deals with the case of Hopf monads on arbitrary monoidal categories.

Corollary 4.7. Let $P$ and $T$ be Hopf monads on a monoidal category $\mathcal{C}$ and $\Omega: T P \rightarrow P T$ be a comonoidal distributive law of $T$ over $P$.
(a) If $P$ is a Hopf monad, then the lift $\widetilde{P}^{\Omega}$ of $P$ is a Hopf monad on $\mathcal{C}^{T}$.
(b) If $P$ and $T$ are Hopf monads, then the composition $P \circ_{\Omega} T$ is a Hopf monad on $\mathcal{C}$ and $\widetilde{P}^{\Omega} \rtimes T=P \circ_{\Omega} T$ as Hopf monads.

Proof. Recall from [6, Theorem 4.7] that $\Omega$ defines a bimonad $\widetilde{P}^{\Omega}$ on $\mathcal{C}^{T}$, which is a lift of the bimonad $P$, and a bimonad $P \circ_{\Omega} T$ on $\mathcal{C}$, with underlying functor $P T$. Moreover $P \circ_{\Omega} T=$ $\widetilde{P}^{\Omega} \rtimes T$ as bimonads on $\mathcal{C}$. The forgetful functor $U_{T}$ maps the fusion operators of $\widetilde{P}^{\Omega}$ to those of $P$. Therefore if $P$ is a Hopf monad, so is $\widetilde{P}^{\Omega}$ (as $U_{T}$ is conservative). If both $P$ and $T$ are Hopf monads, then $\widetilde{P}^{\Omega} \rtimes T$ is a Hopf monad by Proposition 4.4, and so is $P \circ_{\Omega} T$.

Lemma 4.8. Let $T$ be a bimonad on a monoidal category $\mathcal{C}$ and $Q$ be a bimonad on $\mathcal{C}^{T}$. Assume that the monoidal products of $\mathcal{C}^{T}$ and $\left(\mathcal{C}^{T}\right)^{Q}$ preserve reflexive coequalizers in the left (resp. right) variable. If the adjunction $\left(F_{Q} F_{T}, U_{T} U_{Q}\right)$ is a left (resp. right) Hopf adjunction and $T$ is a left (resp. right) Hopf monad, then $Q$ is a left (resp. right) Hopf monad.

Proof. Let us prove the left-handed version. Denote by $\mathbb{H}^{l}$, $\mathbb{H}^{\prime l}$, and $\mathbb{H}^{\prime \prime l}$ the left Hopf operators of the adjunctions $\left(F_{T}, U_{T}\right),\left(F_{Q}, U_{Q}\right)$, and $\left(F_{Q} F_{T}, U_{T} U_{Q}\right)$ respectively. Assume that ( $F_{Q} F_{T}, U_{T} U_{Q}$ ) is a left Hopf adjunction, that is $\mathbb{H}^{\prime \prime l}$ is invertible. Assume also that $T$ is a left Hopf monad. By Theorem 2.15, $\mathbb{H}^{l}$ is invertible and it is enough to show that $\mathbb{H}^{\prime l}$ is also invertible. Let $e$ be an arbitrary object of $\left(\mathcal{C}^{T}\right)^{Q}$. The natural transformation $\mathbb{H}_{-, e}^{\prime l}: F_{Q}\left(? \otimes U_{Q} e\right) \rightarrow F_{Q} \otimes e$ is invertible on the image of $F_{T}$, since $\mathbb{H}_{F_{T}, e}^{\prime l}=\mathbb{H}_{-, e}^{\prime \prime l} F_{Q}\left(\mathbb{H}_{-, U_{Q}(e)}^{l}\right)^{-1}$ by Lemma 2.17. Now let ( $M, r$ ) be a $T$-module. The coequalizer

$$
F_{T} T(M) \underset{F_{T}(r)}{\mu_{M}} F_{T}(M) \xrightarrow{r}(M, r)
$$

is reflexive because $F_{T}(r) F_{T}\left(\eta_{M}\right)=\operatorname{id}_{F_{T}(M)}=\mu_{M} F_{T}\left(\eta_{M}\right)$. This reflexive coequalizer is preserved by the functors $F_{Q}\left(? \otimes U_{Q}(e)\right)$ and $F_{Q} \otimes e$, because $F_{Q}$ is a left adjoint and $? \otimes U_{Q}(e)$ and $? \otimes e$ preserve reflexive coequalizers (by hypothesis). Hence $\mathbb{H}_{(M, r), e}^{\prime l}$ is invertible.

### 4.4. Cross quotients

Let $f: T \rightarrow P$ be a morphism of monads on a category $\mathcal{C}$. We say that $f$ is cross quotientable if the functor $f^{*}: \mathcal{C}^{P} \rightarrow \mathcal{C}^{T}$ is monadic. In that case, the monad of $f^{*}\left(\right.$ on $\left.\mathcal{C}^{T}\right)$ is called the cross quotient of $f$ and is denoted by $P \div f T$ or simply $P \div T$. Note that the comparison functor

is then an isomorphism of categories (by the last assertion of Theorem 2.1).
Lemma 4.9. (See [13].) Let $f: T \rightarrow P$ be a morphism of monads on a category $\mathcal{C}$. The following assertions are equivalent:
(i) The morphism $f$ is cross quotientable;
(ii) The functor $f^{*}$ admits a left adjoint;
(iii) For any $T$-module $(M, r)$, the reflexive pair
admits a coequalizer $F_{P} M \rightarrow G(M, r)$ in $\mathcal{C}^{P}$, where $p$ is the product of $P$.
If these conditions hold, a left adjoint $f_{!}$of $f^{*}$ is given by $f_{!}(M, r)=G(M, r)$.
Proof. It results from Beck's theorem (see Theorem 2.1) that if $U$ and $V$ are composable functors such that both $U V$ and $U$ are monadic, then $V$ is monadic if and only if it admits a left adjoint. Thus (i) is equivalent to (ii).

Now let $(M, r)$ be a $T$-module and $(N, \rho)$ be a $P$-module. The pair of assertion (iii) is reflexive (since $F_{P}\left(\eta_{M}\right)$ is a common retraction). Via the adjunction bijection

$$
\operatorname{Hom}_{\mathcal{C}^{P}}\left(F_{P} M,(N, \rho)\right) \simeq \operatorname{Hom}_{\mathcal{C}}\left(M, U_{P}(N, \rho)\right)=\operatorname{Hom}_{\mathcal{C}}(M, N),
$$

morphisms $F_{P} M \rightarrow(N, \rho)$ which coequalize that pair correspond with $T$-linear morphisms $(M, r) \rightarrow f^{*}(N, \rho)$. Therefore (ii) is equivalent to (iii). We conclude using the last assertion of Theorem 2.1.

Remark 4.10. A morphism $f: T \rightarrow P$ of monads on $\mathcal{C}$ is cross quotientable whenever $\mathcal{C}$ admits coequalizers of reflexive pairs and $P$ preserves them.

A cross quotient of bimonads is a bimonad: let $f: T \rightarrow P$ be a cross quotientable morphism of bimonads on a monoidal category $\mathcal{C}$. Since $f^{*}$ is strong monoidal, $P \div f T$ is a bimonad on $\mathcal{C}^{T}$ and the comparison functor $K: \mathcal{C}^{P} \rightarrow\left(\mathcal{C}^{T}\right)^{P \div 1_{f} T}$ is an isomorphism of monoidal categories. The cross quotient is inverse to the cross product in the following sense:

Proposition 4.11. Let $T$ be a (bi)monad on a (monoidal) category $\mathcal{C}$.
(a) If $T \rightarrow P$ is a cross quotientable morphism of (bi)monads on $\mathcal{C}$, then

$$
(P \div T) \rtimes T \simeq P
$$

(b) Let $Q$ be a (bi)monad on $\mathcal{C}^{T}$ such that $U_{T} U_{Q}$ is monadic. Then the unit of $Q$ defines a cross quotientable morphism of (bi)monads $T \rightarrow Q \rtimes T$ and

$$
(Q \rtimes T) \div T \simeq Q
$$

as (bi)monads.
Proof. Let us prove part (a). Since $\mathcal{C}^{P} \simeq\left(\mathcal{C}^{T}\right)^{P \doteqdot T}$, the functor $U_{P \doteqdot T} U_{T}$ is monadic. Hence an isomorphism $\mathcal{C}^{P} \simeq \mathcal{C}^{(P \doteqdot T) \rtimes T}$ of (monoidal) categories over $\mathcal{C}$, which induces an isomorphism $(P \div T) \rtimes T \simeq P$ of (bi)monads on $\mathcal{C}$.

Let us prove part (b). Set $f=u \rtimes T: T \rightarrow Q \rtimes T$, where $u$ is the unit of $Q$. We have a commutative diagram of (monoidal) functors:

where $K$ is the comparison functor of the adjunction $\left(F_{Q} F_{T}, U_{T} U_{Q}\right)$. Since $K$ is an equivalence, the functor $f^{*}$ is monadic, with (bi)monad $(Q \rtimes T) \div T$. Hence $K$ induces an isomorphism of (bi)monads $(Q \rtimes T) \div T \simeq Q$.

Remark 4.12. Let $T$ be a bimonad on a monoidal category $\mathcal{C}$. Let $\operatorname{BiMon}\left(\mathcal{C}^{T}\right)_{m}$ be the full subcategory of $\operatorname{BiMon}\left(\mathcal{C}^{T}\right)$ whose objects are monads $Q$ on $\mathcal{C}^{T}$ such that $U_{T} U_{Q}$ is monadic. Let $T \backslash \operatorname{BiMon}(\mathcal{C})_{q}$ be the full subcategory of $T \backslash \operatorname{BiMon}(\mathcal{C})$ whose objects are quotientable morphisms of bimonads from $T$. Then the functor

$$
\left\{\begin{aligned}
& \operatorname{BiMon}\left(\mathcal{C}^{T}\right) \rightarrow T \backslash \operatorname{BiMon}(\mathcal{C}) \\
& Q \mapsto(Q, T \rightarrow Q \rtimes T)
\end{aligned}\right.
$$

induces an equivalence of categories $\operatorname{BiMon}\left(\mathcal{C}^{T}\right)_{m} \simeq T \backslash \operatorname{BiMon}(\mathcal{C})_{q}$, with quasi-inverse given by $(T \rightarrow P) \mapsto(P \div T)$.

Under suitable exactness assumptions, if $P$ and $T$ are Hopf monads, so is $P \doteqdot T$ :
Proposition 4.13. Let $\mathcal{C}$ be a monoidal category admitting reflexive coequalizers, and whose monoidal product preserves reflexive coequalizers in the left (resp. right) variable. Let $T$ and $P$ be two left (resp. right) Hopf monads on $\mathcal{C}$ which preserve reflexive coequalizers. Then any morphism of bimonads $T \rightarrow P$ is cross quotientable and $P \div T$ is a left (resp. right) Hopf monad.

Proof. Let us prove the left-handed version. The morphism $f$ is cross quotientable by $\mathrm{Re}-$ mark 4.10, and so $P \simeq\left(P \div \dot{f}_{f} T\right) \rtimes T$ as bimonads. The monoidal products of $\mathcal{C}^{T}$ and $\mathcal{C}^{P}$ preserve reflexive coequalizers in the left variable by Lemma 4.2. Applying Lemma 4.8 to the bimonads $T$ and $P \div T$, we get that $P \div T$ is a left Hopf monad.

Example 4.14. Let $f: L \rightarrow H$ be a morphism of Hopf algebras over a field $\mathbb{k}$, so that $H$ becomes an $L$-bimodule by setting $\ell \cdot h \cdot \ell^{\prime}=f(\ell) h f\left(\ell^{\prime}\right)$. The morphism $f$ induces a morphism of Hopf monads on Vect $\mathrm{t}_{\mathrm{k}}$ :

$$
f \otimes_{\mathbb{k}} ?: L \otimes_{\mathbb{k}} ? \rightarrow H \otimes_{\mathbb{k}} ?
$$

which is cross quotientable, and $(H \otimes ?) \div(L \otimes$ ?) is a $\mathbb{k}$-linear Hopf monad on the monoidal category ${ }_{L}$ Mod given by $N \mapsto H \otimes_{L} N$. This construction defines an equivalence of categories

$$
L \backslash \text { HopfAlg }_{\mathfrak{k}} \rightarrow \operatorname{HopfMon}_{\mathbb{k}}\left({ }_{L} \text { Mod }\right),
$$

where $L \backslash \operatorname{HopfAlg}_{\mathbb{k}}$ is the category of Hopf $\mathbb{k}$-algebras under $L$ and $\operatorname{HopfMon}_{\mathbb{k}}\left({ }_{L} \operatorname{Mod}\right)$ is the category of $\mathbb{k}$-linear Hopf monads on ${ }_{L}$ Mod.

## 5. Hopf monads associated with Hopf algebras and bosonization

Examples of Hopf monads may be obtained from Hopf algebras. For instance, any Hopf algebra $A$ in a braided category $\mathcal{B}$ gives rise to Hopf monads $A \otimes$ ? and ? $\otimes A$ on $\mathcal{B}$, see Example 2.10. More generally, any Hopf algebra $(A, \sigma)$ in the center $\mathcal{Z}(\mathcal{C})$ of a monoidal $\mathcal{C}$ gives rise to a Hopf monad $A \otimes_{\sigma}$ ? on $\mathcal{C}$ (see Section 5.3, or [6] for the autonomous case). Hopf monads of this form are called representable. The main result of this section asserts that a Hopf monad on a monoidal category is representable if and only if it is augmented, that is, endowed with a Hopf monad morphism from itself to the identity (see Theorem 5.17).

More generally, given a Hopf monad $T$ on $\mathcal{C}$ and a $\operatorname{Hopf}$ algebra $(\mathbb{A}, \sigma)$ in the center $\mathcal{Z}\left(\mathcal{C}^{T}\right)$ of the category of $T$-modules, we construct a Hopf monad $\mathbb{A} \rtimes_{\sigma} T$ on $\mathcal{C}$ of which $T$ is a retract. Conversely, under suitable exactness conditions (involving reflexive coequalizers), any Hopf monad $P$ of which $T$ is a retract is of the form $\mathbb{A} \rtimes_{\sigma} T$ for some Hopf algebra ( $\mathbb{A}, \sigma$ ) in $\mathcal{Z}\left(\mathcal{C}^{T}\right)$.

### 5.1. Lax braidings, lax half braidings and lax center

A lax braiding of a monoidal category $\mathcal{C}$ is a natural transformation

$$
\tau=\left\{\tau_{X, Y}: X \otimes Y \rightarrow Y \otimes X\right\}_{X, Y \in \mathrm{Ob}(\mathcal{C})}
$$

satisfying:

$$
\begin{gathered}
\tau_{X, Y \otimes Z}=\left(\mathrm{id}_{Y} \otimes \tau_{X, Z}\right)\left(\tau_{X, Y} \otimes \mathrm{id}_{Z}\right), \\
\tau_{X \otimes Y, Z}=\left(\tau_{X, Z} \otimes \operatorname{id}_{Y}\right)\left(\mathrm{id}_{X} \otimes \tau_{Y, Z}\right), \\
\tau_{X, \mathbb{1}}=\mathrm{id}_{X}=\tau_{\mathbb{1}, X} .
\end{gathered}
$$

A lax braided category is a monoidal category endowed with a lax braiding. A braiding is an invertible lax braiding, and a braided category is a monoidal category endowed with a braiding.

Let $\mathcal{C}$ be a monoidal category and $M$ an object of $\mathcal{C}$. A lax half braiding for $M$ is a natural transformation $\sigma: M \otimes 1_{\mathcal{C}} \rightarrow 1_{\mathcal{C}} \otimes M$ such that

$$
\sigma_{Y \otimes Z}=\left(\operatorname{id}_{Y} \otimes \sigma_{Z}\right)\left(\sigma_{Y} \otimes \mathrm{id}_{Z}\right) \quad \text { and } \quad \sigma_{\mathbb{1}}=\mathrm{id}_{M}
$$

The pair $(M, \sigma)$ is then called a lax half braiding of $\mathcal{C}$.

The lax center of $\mathcal{C}$ (see [20,7]) is the lax braided category $\mathcal{Z}^{\text {lax }}(\mathcal{C})$ defined as follows. Objects of $\mathcal{Z}^{\text {lax }}(\mathcal{C})$ are left half braidings of $\mathcal{C}$. A morphism in $\mathcal{Z}^{\operatorname{lax}}(\mathcal{C})$ from $(M, \sigma)$ to $\left(M^{\prime}, \sigma^{\prime}\right)$ is a morphism $f: M \rightarrow M^{\prime}$ in $\mathcal{C}$ such that: $\left(\operatorname{id}_{1_{\mathcal{C}}} \otimes f\right) \sigma=\sigma^{\prime}\left(f \otimes \operatorname{id}_{1_{\mathcal{C}}}\right)$. The monoidal product and lax braiding $\tau$ are

$$
(M, \sigma) \otimes(N, \gamma)=\left(M \otimes N,\left(\sigma \otimes \operatorname{id}_{N}\right)\left(\operatorname{id}_{M} \otimes \gamma\right)\right) \quad \text { and } \quad \tau_{(M, \sigma),(N, \gamma)}=\sigma_{N}
$$

A half braiding is a lax half braiding $(M, \sigma)$ such that $\sigma$ is invertible. The center of $\mathcal{C}$ is the full monoidal subcategory $\mathcal{Z}(\mathcal{C}) \subset \mathcal{Z}^{\text {lax }}(\mathcal{C})$ whose objects are half braidings of $\mathcal{C}$. It is a braided category, with braiding induced by $\tau$.

Note that if $\mathcal{C}$ is autonomous, lax half braidings are in fact half braiding, so that the lax center $\mathcal{Z}^{\operatorname{lax}}(\mathcal{C})$ coincides with the center $\mathcal{Z}(\mathcal{C})$.

### 5.2. Hopf algebras in lax braided categories

Let $\mathcal{B}$ be a lax braided category, with lax braiding $\tau$. A bialgebra in $\mathcal{B}$ is an object $A$ of $\mathcal{B}$ endowed with an algebra structure $(m, u)$ and a coalgebra structure $(\Delta, \varepsilon)$ in $\mathcal{B}$ satisfying:

$$
\begin{gathered}
\Delta m=(m \otimes m)\left(\operatorname{id}_{A} \otimes \tau_{A, A} \otimes \operatorname{id}_{A}\right)(\Delta \otimes \Delta), \quad \Delta u=u \otimes u, \\
\varepsilon m=\varepsilon \otimes \varepsilon, \quad \varepsilon u=\mathrm{id}_{\mathbb{1}} .
\end{gathered}
$$

Bialgebras in $\mathcal{B}$, together with morphisms of bialgebras (defined in the obvious way), form a category $\operatorname{BiAlg}(\mathcal{B})$.

Let $A$ be a bialgebra in $\mathcal{B}$. An antipode of $A$ is a morphism $S: A \rightarrow A$ in $\mathcal{B}$ such that:

$$
m\left(S \otimes \mathrm{id}_{A}\right) \Delta=u \varepsilon=m\left(\mathrm{id}_{A} \otimes S\right) \Delta
$$

If it exists, an antipode for $A$ is unique, it satisfies

$$
S m=m \tau_{A, A}(S \otimes S), \quad S u=u, \quad \Delta S=(S \otimes S) \tau_{A, A} \Delta, \quad \varepsilon S=\varepsilon
$$

and we have: $\tau_{A, A}=(m \otimes m)(S \otimes \Delta m \otimes S)(\Delta \otimes \Delta)$.
If $\tau_{A, A}$ is invertible, an opantipode of $A$ is a morphism $S^{\prime}: A \rightarrow A$ in $\mathcal{B}$ such that:

$$
m \tau_{A, A}^{-1}\left(S^{\prime} \otimes \mathrm{id}_{A}\right) \Delta=u \varepsilon=m \tau_{A, A}^{-1}\left(\mathrm{id}_{A} \otimes S^{\prime}\right) \Delta
$$

If it exists, an opantipode for $A$ is unique.
If $\tau_{A, A}$ is invertible, the bialgebra $A$ admits an antipode and an opantipode if and only if it admits an invertible antipode, or equivalently, an invertible opantipode. When such is the case, the opantipode is the inverse of the antipode.

Let $A$ be a bialgebra on a lax braided category $\mathcal{B}$, with lax half braiding $\tau$. The fusion operator of $A$ is the morphism

$$
\mathbb{H}=(A \otimes m)(\Delta \otimes A)=\varliminf_{A}^{A} \bigcap_{A}^{A}: A \otimes A \rightarrow A \otimes A .
$$

The opfusion operator of $A$ is the morphism

## Lemma 5.1.

(a) The bialgebra A admits an antipode $S$ if and only if its fusion operator $H$ is invertible. If such is the case,

$$
\begin{gathered}
S=(\varepsilon \otimes A) H^{-1}(A \otimes u), \\
\mathbb{H}^{-1}=(A \otimes m)(A \otimes S \otimes A)(\Delta \otimes A) .
\end{gathered}
$$

(b) If $\tau_{A, A}$ is invertible, the bialgebra $A$ admits an opantipode $S^{\prime}$ if and only if its opfusion operator $\mathbb{H}^{\prime}$ is invertible. If such is the case,

$$
\begin{gathered}
S^{\prime}=(\varepsilon \otimes A) H^{\prime-1}(u \otimes A) \\
\mathbb{H}^{\prime-1}=\tau_{A, A}^{-1}(m \otimes A)\left(S^{\prime} \otimes A \otimes A\right)\left(\tau_{A, A}^{-1} \otimes A\right)(A \otimes \Delta)
\end{gathered}
$$

A Hopf algebra in a lax braided category $\mathcal{B}$, with lax braiding $\tau$, is a bialgebra $A$ in $\mathcal{B}$ admitting an invertible antipode and such that $\tau_{A, A}$ is invertible. Hopf algebras in $\mathcal{B}$ form a full subcategory of $\operatorname{BiAlg}(\mathcal{B})$ denoted by $\operatorname{Hopf} \operatorname{Alg}(\mathcal{B})$.

Remark 5.2. If $\mathcal{B}$ is a braided category, the mirror $\overline{\mathcal{B}}$ of $\mathcal{B}$ is the braided category obtained when the braiding $\tau$ of $\mathcal{B}$ is replaced by its mirror $\bar{\tau}$ (defined by $\bar{\tau}_{X, Y}=\tau_{Y, X}^{-1}$ ). If ( $A, m, u, \Delta, \varepsilon$ ) is a bialgebra in a braided category $\mathcal{B}$, one defines a bialgebra $A^{\mathrm{op}}$ in $\overline{\mathcal{B}}$ by setting $A^{\mathrm{op}}=$ ( $A, m^{\mathrm{op}}, u, \Delta, \varepsilon$ ), with $m^{\mathrm{op}}=m \tau_{A, A}^{-1}$. We have $\left(A^{\mathrm{op}}\right)^{\mathrm{op}}=A$. An opantipode for $A$ is an antipode for $A^{\mathrm{op}}$. The bimonads $A \otimes$ ? and ? $\otimes A^{\mathrm{op}}$ are isomorphic via $\tau_{A,-}$. See [6, Section 1.11 and Example 2.3] for details.

### 5.3. Hopf monads represented by central Hopf algebras

Let $\mathcal{C}$ be a monoidal category. A (lax) central algebra (resp. coalgebra, resp. bialgebra, resp. Hopf algebra) of $\mathcal{C}$ is an algebra (resp. coalgebra, resp. bialgebra, resp. Hopf algebra) in the (lax) center of $\mathcal{C}$.

Any lax central coalgebra $(A, \sigma)$ of $\mathcal{C}$ gives rise to a comonoidal endofunctor of $\mathcal{C}$, denoted by $A \otimes_{\sigma}$ ?, defined by $A \otimes$ ? as a functor and endowed with the comonoidal structure:
where $\Delta$ and $\varepsilon$ denote the coproduct and counit of $(A, \sigma)$.

For any lax central bialgebra $(A, \sigma)$ of $\mathcal{C}$, the comonoidal endofunctor $A \otimes_{\sigma}$ ? is a bimonad on $\mathcal{C}$ with monad structure given by

$$
\mu_{X}=m \otimes X=\left.\bigcap_{A}^{A}\right|_{X} ^{X} \text { and } \eta_{X}=u \otimes X=\left.\emptyset_{0}^{A}\right|_{X} ^{X}
$$

where $m$ and $u$ are the product and unit of $A$. Denote by ${ }_{A} \operatorname{Mod}_{\sigma}$ the monoidal category $\mathcal{C}^{A \otimes_{\sigma} \text { ? }}$, that is, the category of left $A$-module (in $\mathcal{C}$ ) with monoidal product $(M, r) \otimes(N, s)=$ $(M \otimes N, \omega)$, where

and monoidal unit $(\mathbb{1}, \varepsilon)$.
The bimonads of the form $A \otimes_{\sigma}$ ? can be characterized as follows:
Lemma 5.3. Let $A$ be an object of $\mathcal{C}$ and consider the endofunctor $T=A \otimes$ ? of $\mathcal{C}$. Let $\Delta: A \rightarrow$ $A \otimes A$ and $\varepsilon: A \rightarrow \mathbb{1}$ be morphisms in $\mathcal{C}$ and $\sigma: A \otimes ? \rightarrow ? \otimes A$ be a natural transformation such that $\sigma_{\mathbb{1}}=\mathrm{id}_{A}$. Set

$$
T_{2}(X, Y)=\left(A \otimes \sigma_{X} \otimes Y\right)(\Delta \otimes X \otimes Y) \quad \text { and } \quad T_{0}=\varepsilon
$$

Then the following conditions are equivalent:
(i) $\left(T, T_{2}, T_{0}\right)$ is a comonoidal endofunctor of $\mathcal{C}$;
(ii) $\sigma$ is a lax half braiding for $A$ and $(A, \sigma)$ is a coalgebra in $\mathcal{Z}^{\operatorname{lax}}(\mathcal{C})$ with coproduct $\Delta$ and counit $\varepsilon$.

Assume these equivalent conditions hold. Then $T=A \otimes_{\sigma}$ ? as comonoidal functors. Furthermore, let $m: A \otimes A \rightarrow A$ and $u: \mathbb{1} \rightarrow A$ be morphisms in $\mathcal{C}$ and set

$$
\mu=m \otimes ?: T^{2} \rightarrow T \quad \text { and } \quad \eta=u \otimes ?: 1_{\mathcal{C}} \rightarrow T
$$

Then the following conditions are equivalent:
(iii) $T$ is a bimonad with product $\mu$, unit $\eta$, and comonoidal structure $\left(T_{2}, T_{0}\right)$;
(iv) $(A, \sigma)$ is a lax central bialgebra of $\mathcal{C}$ with product $m$, unit $u$, coproduct $\Delta$, and counit $\varepsilon$.

If these equivalent conditions hold, $T=A \otimes_{\sigma}$ ? as bimonads.
Proof. The verification, lengthy but straightforward, is left to the reader.

Let $(A, \sigma)$ be a lax central bialgebra of $\mathcal{C}$, that is, a bialgebra in $\mathcal{Z}^{\text {lax }}(\mathcal{C})$. The left and right fusion operators of the monad $A \otimes_{\sigma}$ ? are

$$
\begin{aligned}
& H_{X, Y}^{l}=(A \otimes X \otimes m)\left(A \otimes \sigma_{X} \otimes A\right)(\Delta \otimes X \otimes A) \otimes Y=\left.\left.\left.\underbrace{A}_{A}\right|_{X} ^{A}\right|_{A} ^{A}\right|_{Y} ^{A},
\end{aligned}
$$

Proposition 5.4. Let $(A, \sigma)$ be a lax central bialgebra in $\mathcal{C}$, and let $A \otimes_{\sigma}$ ? be the corresponding bimonad on $\mathcal{C}$. Then:
(a) The following conditions are equivalent:
(i) $A \otimes_{\sigma}$ ? is a left Hopf monad;
(ii) $A \otimes_{\sigma}$ ? is a left pre-Hopf monad;
(iii) A admits an antipode.
(b) The following conditions are equivalent:
(i') $A \otimes_{\sigma}$ ? is a right Hopf monad;
(ii') $A \otimes_{\sigma}$ ? is a right pre-Hopf monad;
(iii') $\sigma$ is invertible and $A$ admits an opantipode.
In particular, the bimonad $A \otimes_{\sigma}$ ? is a Hopf monad if and only if $A \otimes_{\sigma}$ ? is a pre-Hopf monad, if and only if $(A, \sigma)$ is a central Hopf algebra of $\mathcal{C}$, that is, a Hopf algebra in the center $\mathcal{Z}(\mathcal{C})$.

Remark 5.5. Let $(A, \sigma)$ be a central Hopf algebra of $\mathcal{C}$ and ${ }_{A} \operatorname{Mod}_{\sigma}$ be the monoidal category of left $A$-modules (with monoidal product induced by $\sigma$ ). Then the full subcategory ${ }_{A} \bmod _{\sigma} \subset{ }_{A} \operatorname{Mod}_{\sigma}$ of left $A$-modules $(M, r)$ whose underling object $M$ has a left and a right dual is autonomous.

Remark 5.6. If $\mathcal{B}$ is a braided category, then its braiding $\tau$ defines a fully faithful braided functor

$$
\left\{\begin{array}{l}
\mathcal{B} \rightarrow \mathcal{Z}(\mathcal{B}) \\
X \mapsto\left(X, \tau_{X,-}\right)
\end{array}\right.
$$

which is a monoidal section of the forgetful functor $\mathcal{Z}(\mathcal{B}) \rightarrow \mathcal{B}$. In particular if $A$ is a bialgebra in $\mathcal{B}$, then $\left(A, \tau_{A,-}\right)$ is a central bialgebra of $\mathcal{B}$ and we have

$$
A \otimes ?=A \otimes_{\tau_{A,-}} ?
$$

as bimonads on $\mathcal{B}$, where $A \otimes$ ? is the bimonad constructed in Example 2.10. Also, if $A$ is a bialgebra in $\mathcal{B}$, then $A^{\mathrm{op}}$ is a bialgebra in the mirror $\overline{\mathcal{B}}$ of $\mathcal{B}$ (see Remark 5.2), ( $A^{\mathrm{op}}, \bar{\tau}_{A,-}$ ) is a central bialgebra of $\mathcal{B}$, where $\bar{\tau}$ is the mirror braiding of $\tau$, and

$$
? \otimes A \simeq A^{\mathrm{op}} \otimes_{\bar{\tau}_{A,-}} ?
$$

as bimonads on $\mathcal{B}$. Moreover $A$ is a Hopf algebra in $\mathcal{B}$ if and only if ( $A, \tau_{A,-}$ ) is a central Hopf algebra of $\mathcal{B}$, if and only if $A \otimes$ ? is a Hopf monad on $\mathcal{B}$, if and only if ? $\otimes A$ is a Hopf monad on $\mathcal{B}$.

Proof of Proposition 5.4. Let $H^{l}$ be the left fusion operator of $T=A \otimes_{\sigma}$ ? and $H$ be the fusion operator of $A$. We have: $H_{X, Y}^{l}=H_{X, \mathbb{1}}^{l} \otimes Y$ and $H_{\mathbb{1}, \mathbb{1}}^{l}=\mathbb{H}$. Thus the bimonad $T$ is a left Hopf monad if and only if $H_{-, \mathbb{1}}^{l}$ is an isomorphism, and $T$ is a left pre-Hopf monad if and only if $\mathbb{H}$ is an isomorphism. Hence (ii) is equivalent to (iii) since, by Lemma 5.1, H is invertible if and only if $A$ admits an antipode. Assuming (iii) and denoting by $S$ the antipode of $A$, one verifies easily that $(A \otimes X \otimes m)\left(A \otimes \sigma_{X} \otimes A\right)((A \otimes S) \Delta \otimes X \otimes A)$ is inverse to $H_{X, \mathbb{1}}^{l}$. Therefore (iii) implies (i). Hence part (a) of the proposition, since (i) implies (ii) is trivial.

Let us prove part (b). Denote by $H^{r}$ the right fusion operator of $T$ and $\mathbb{H}^{\prime}$ the opfusion operator of $A$. Since $H_{X, Y}^{r}=H_{X, \mathbb{1}}^{r} \otimes Y$, the bimonad $T$ is a right Hopf monad if and only if it is a right pre-Hopf monad. Hence ( $\mathrm{i}^{\prime}$ ) is equivalent to (ii'). Moreover, we have: $H_{X, \mathbb{1}}^{r}=\left(A \otimes \sigma_{X}\right)\left(\mathbb{H}^{\prime} \otimes X\right)$. If (iii') holds, then $\sigma$ and $\mathbb{H}^{\prime}$ are invertible by Lemma 5.1, and so $H_{-, \mathbb{1}}^{r}$ is an isomorphism. Hence (iii') implies (ii'). Conversely, if $H_{-,, \mathbb{1}}^{r}$ is an isomorphism, then in particular $\mathbb{H}^{\prime}=H^{r}(\mathbb{1}, \mathbb{1})$ is invertible, and $A \otimes \sigma$ is invertible. Since $\mathbb{1}$ is a retract of $A$, this implies that $\sigma$ is invertible. Hence (ii') implies (iii'). This completes the proof of part (b).

In particular $T$ is a Hopf monad if and only if $\sigma$ is invertible and $(A, \sigma)$ admits an antipode and an opantipode, in other words, $(A, \sigma)$ is a Hopf algebra in $\mathcal{Z}(\mathcal{C})$.

### 5.4. Characterization of representable Hopf monads

Let $\mathcal{C}$ be a monoidal category. A bimonad $T$ on $\mathcal{C}$ is augmented if it is endowed with an augmentation, that is, a bimonad morphism $e: T \rightarrow 1_{\mathcal{C}}$.

Augmented bimonads on $\mathcal{C}$ form a category $\operatorname{BiMon}(\mathcal{C}) / 1_{\mathcal{C}}$, whose objects are augmented bimonads on $\mathcal{C}$, and morphisms between two augmented bimonads ( $T, e$ ) and ( $T^{\prime}, e^{\prime}$ ) are morphisms of bimonads $f: T \rightarrow T^{\prime}$ such that $e^{\prime} f=e$.

If $(A, \sigma)$ is a lax central bialgebra of $\mathcal{C}$, the bimonad $A \otimes_{\sigma}$ ? (see Section 5.3) is augmented, with augmentation $e=\varepsilon \otimes ?: A \otimes_{\sigma} ? \rightarrow 1_{\mathcal{C}}$, where $\varepsilon$ is the counit of $(A, \sigma)$. Hence a functor $\operatorname{BiAlg}\left(\mathcal{Z}^{\operatorname{lax}}(\mathcal{C})\right) \rightarrow \operatorname{BiMon}(\mathcal{C}) / 1_{\mathcal{C}}$ which, according to Proposition 5.4, induces by restriction a functor

$$
\mathfrak{R}:\left\{\begin{array}{l}
\operatorname{HopfAlg}(\mathcal{Z}(\mathcal{C})) \rightarrow \operatorname{HopfMon}(\mathcal{C}) / 1_{\mathcal{C}} \\
(A, \sigma) \mapsto\left(A \otimes_{\sigma} ?, \varepsilon \otimes ?\right)
\end{array}\right.
$$

where $\operatorname{HopfMon}(\mathcal{C}) / 1_{\mathcal{C}}$ denotes the category of augmented Hopf monads on $\mathcal{C}$.
Theorem 5.7. The functor $\mathfrak{R}$ is an equivalence of categories.
In other words, Hopf monads representable by central Hopf algebras are nothing but augmented Hopf monads. Theorem 5.7 is proved in Section 5.6.

Remark 5.8. Hopf monads are not representable in general. A counterexample is given in [6] in terms of centralizers. Let $T$ be a centralizable Hopf monad on an autonomous category $\mathcal{C}$ (see

Example 4.6). In general the centralizer $Z_{T}$ of $T$ is not representable by a Hopf algebra. For example, let $\mathcal{C}=G$-vect be the category of finite-dimensional $G$-graded vector spaces over a field $\mathbb{k}$ for some finite group $G$. The identity $1_{\mathcal{C}}$ of $\mathcal{C}$ is centralizable and its centralizer $Z_{1_{\mathcal{C}}}$ is representable if and only if $G$ is abelian (see [6, Remark 9.2]).

Hopf monads on a braided category $\mathcal{B}$ which are representable by Hopf algebras in $\mathcal{B}$ can also be characterized as follows:

Corollary 5.9. Let $T$ be a Hopf monad on a braided category $\mathcal{B}$. Then $T$ is isomorphic to the Hopf monad $A \otimes$ ? for some Hopf algebra $A$ in $\mathcal{B}$ if and only if it is endowed with an augmentation $e: T \rightarrow 1_{\mathcal{C}}$ compatible with the braiding $\tau$ of $\mathcal{B}$ in the following sense:

$$
\left(e_{X} \otimes T \mathbb{1}\right) T_{2}(X, \mathbb{1})=\left(e_{X} \otimes T \mathbb{1}\right) \tau_{T \mathbb{1}, T X} T_{2}(\mathbb{1}, X)
$$

for all object $X$ of $\mathcal{B}$.
The corollary is proved in Section 5.6.
Remark 5.10. Let $T$ be a centralizable Hopf monad on a braided autonomous $\mathcal{B}$ (see Remark 5.8). Then the centralizer $Z_{T}$ of $T$ is representable by a Hopf algebra $C_{T}=\int^{Y \in \mathcal{B} \vee} T(Y) \otimes$ $Y$ in $\mathcal{B}$ (see [6, Theorem 8.4]). This representability result may be recovered from Corollary 5.9, observing that

$$
e_{X}=\int^{Y \in \mathcal{C}}\left(\mathrm{ev}_{Y} \otimes X\right)\left({ }^{\vee} \eta_{Y} \otimes \tau_{Y, X}^{-1}\right): Z_{T}(X) \rightarrow X
$$

defines an augmentation of $Z_{T}$ which is compatible with the braiding $\tau$ of $\mathcal{B}$.

### 5.5. Bosonization

Let $\mathcal{C}$ be a monoidal category. Given a Hopf $\operatorname{monad}(T, \mu, \eta)$ on $\mathcal{C}$ and a central Hopf algebra $(\mathrm{A}, \sigma)$ of $\mathcal{C}^{T}$ (that is, a Hopf algebra in the center $\mathcal{Z}\left(\mathcal{C}^{T}\right)$ of $\left.\mathcal{C}^{T}\right)$, set

$$
\mathbb{A} \rtimes_{\sigma} T=\left(\mathbb{A} \otimes_{\sigma} ?\right) \rtimes T .
$$

As a cross product of Hopf monads, $\mathbb{A} \rtimes_{\sigma} T$ is a Hopf monad on $\mathcal{C}$ (see Proposition 4.4). Set $\mathbb{A}=$ $(A, a)$, where $A=U_{T}(\mathbb{A})$ and $a$ is the $T$-action on $A$. As an endofunctor of $\mathcal{C}, \mathbb{A}^{\wedge} \rtimes_{\sigma} T=A \otimes T$. The product $p$ and unit $v$ of $A_{A} \rtimes_{\sigma} T$ are

The comonoidal structure of $\mathbb{A} \rtimes_{\sigma} T$ is given by

Denoting by $u$ and $\varepsilon$ the unit and counit of ( $\mathbb{A}, \sigma$ ), the morphisms

$$
\iota=u \otimes T: T \rightarrow \mathbb{A} \rtimes_{\sigma} T \quad \text { and } \quad \pi=\varepsilon \otimes T: \mathbb{A}_{\rtimes_{\sigma}} T \rightarrow T
$$

are Hopf monads morphisms such that $\pi \iota=\mathrm{id}_{T}$. Hence $T$ is a retract of $A_{A} \rtimes_{\sigma} T$ in the category HopfMon $(\mathcal{C})$ of Hopf monads on $\mathcal{C}$.

Example 5.11. Let $T$ be a centralizable Hopf monad on an autonomous category $\mathcal{C}$ and $D_{T}$ be the double of $T$ (see Example 4.6). If $T$ is quasitriangular (see [5]), then $\mathcal{C}^{T}$ is braided and $T$ is a retract of $D_{T}$. In that case, the braided category $\mathcal{C}^{T}$ admits a coend $C$, which is a Hopf algebra, and $D_{T}=C \rtimes_{\tau_{C,-}} T$ where $\tau$ is the braiding of $\mathcal{C}^{T}$.

Conversely, under exactness assumptions, a Hopf monad which admits $T$ as a retract is of the form $\mathbb{A} \rtimes_{\sigma} T$ for some central Hopf algebra $(\mathbb{A}, \sigma)$ of $\mathcal{C}^{T}$. This results from the fact that augmented Hopf monads are representable, using the notion of cross quotient studied in Section 4.4:

Corollary 5.12. Let $P$ and $T$ be Hopf monads on a monoidal category $\mathcal{C}$ such that $T$ is a retract of $P$. Assume that reflexive coequalizers exist in $\mathcal{C}$ and are preserved by $P$ and the monoidal product of $\mathcal{C}$. Then there exists a central Hopf algebra $(\mathbb{A}, \sigma)$ of $\mathcal{C}^{T}$ and an isomorphism of Hopf monads $P \simeq \mathbb{A} \rtimes_{\sigma} T$ such that we have a commutative diagram of Hopf monads:


Proof. Denote by $f: T \rightarrow P$ and $g: P \rightarrow T$ the morphisms of Hopf monads making $T$ a retract of $P$, that is, $g f=\mathrm{id}_{T}$. By assumption $P$ preserves reflexive coequalizers and so, since $T$ is a retract of $P$, the Hopf monad $T$ preserves reflexive coequalizers too. By Lemma 4.2, reflexive coequalizers exist in $\mathcal{C}^{T}$ and $\mathcal{C}^{P}$ and are preserved by the monoidal product. By Proposition 4.13, the crossed quotient $P \div T$ (relative to $f: T \rightarrow P$ ) exists and is a Hopf monad on $\mathcal{C}^{T}$. On the other hand, by functoriality of the cross quotient (see Remark 4.12), $g: P \rightarrow T$ induces a morphism of bimonads $g \div T: P \doteqdot T \rightarrow T \div T \cong 1_{\mathcal{C}^{T}}$. In other words the Hopf monad $P \div T$ is augmented. By Theorem 5.7, there exists a Hopf algebra $(\mathbb{A}, \sigma)$ in $\mathcal{Z}\left(\mathcal{C}^{T}\right)$ such that $P \div T=\mathbb{A} \otimes_{\sigma}$ ?. By Proposition 4.11, $P=(P \div T) \rtimes T=\left(\mathbb{A} \otimes_{\sigma} ?\right) \rtimes T=\mathbb{A} \otimes_{\sigma} T$ as Hopf monads. The commutativity of the diagram is straightforward.

Remark 5.13. Let $H$ be a Hopf algebra over a field $\mathbb{k}$, and $A$ a Hopf algebra in the braided category of Yetter-Drinfeld modules ${ }_{H}^{H} \mathcal{Y} \mathcal{D}$. In that situation, Radford constructed a Hopf algebra A \# H, known as Radford's biproduct, or Radford-Majid's bosonization. Radford [19] (see also [15]) showed that if $K$ is a Hopf algebra on a field $\mathbb{k}$ and $p$ is a projection of $K$, that is,
an idempotent endomorphism of the Hopf algebra $K$, then $K$ may be described as a biproduct as follows. Denote by $H$ the image of $p$, which is a Hopf subalgebra of $K$. Then there exists a Hopf algebra $A$ in ${ }_{H}^{H} \mathcal{Y D}$ such that $K=A \# H$. Corollary 5.12 generalizes Radford's theorem. Indeed, in the situation of the theorem, the Hopf monad $H \otimes$ ? is a retract of the Hopf monad $K \otimes$ ? on Vect $\mathrm{t}_{\mathrm{k}}$. Hence, by Corollary 5.12 , there exists a Hopf algebra $(\mathbb{A}, \sigma)$ in $\mathcal{Z}(H \mathrm{Mod})$ such that $K \otimes=A \rtimes_{\sigma}\left(H \otimes\right.$ ?). Identifying the center of ${ }_{H} \operatorname{Mod}$ with the category of Yetter-Drinfeld modules, we view $(\mathbb{A}, \sigma)$ as a Hopf algebra $A$ in ${ }_{H}^{H} \mathcal{Y} \mathcal{D}$. Then $K \otimes ?=\mathbb{A} \rtimes_{\sigma}(H \otimes ?)=A \# H \otimes$ ? as Hopf monad, and so $K=A \# H$.

### 5.6. Regular augmentations

In this subsection we prove Theorem 5.7 and Corollary 5.9 using the notion of regular augmentation.

Let $T$ be a comonoidal endofunctor of a monoidal category $\mathcal{C}$ and $e: T \rightarrow 1_{\mathcal{C}}$ be a comonoidal natural transformation. Define natural transformations $u^{e}: T \rightarrow T \mathbb{1} \otimes$ ? and $v^{e}: T \rightarrow ? \otimes T \mathbb{1}$ by

$$
u_{X}^{e}=\left(T \mathbb{1} \otimes e_{X}\right) T_{2}(\mathbb{1}, X) \quad \text { and } \quad v_{X}^{e}=\left(e_{X} \otimes T \mathbb{1}\right) T_{2}(X, \mathbb{1}) .
$$

We say that $e$ is left regular if $u^{e}$ is invertible.
Lemma 5.14. Assume e is left regular and set

$$
\sigma=v^{e}\left(u^{e}\right)^{-1}: T \mathbb{1} \otimes ? \rightarrow ? \otimes T \mathbb{1}
$$

Then the natural transformation $\sigma$ is a lax half braiding in $\mathcal{C}$ and $(T \mathbb{1}, \sigma)$ is a lax central coalgebra of $\mathcal{C}$ with coproduct $T_{2}(\mathbb{1}, \mathbb{1})$ and counit $T_{0}$. Furthermore the natural transformation $u^{e}: T \rightarrow T \mathbb{1} \otimes_{\sigma} ?$ is a comonoidal isomorphism.

Proof. By transport of structure, the endofunctor $P=T \mathbb{1} \otimes$ ? of $\mathcal{C}$ admits a unique comonoidal structure such that the natural isomorphism $u^{e}: T \rightarrow P$ is comonoidal, that is,

$$
P_{0} u_{\mathbb{1}}^{e}=T_{0} \quad \text { and } \quad P_{2}(X, Y) u_{X \otimes Y}^{e}=\left(u_{X}^{e} \otimes u_{Y}^{e}\right) T_{2}(X, Y)
$$

We have $e_{\mathbb{1}}=T_{0}$ (since $e$ is comonoidal) and so $u_{\mathbb{1}}^{e}=\mathrm{id}_{T \mathbb{1}}$ and $v_{\mathbb{1}}^{e}=\mathrm{id}_{T \mathbb{1}}$. Hence $P_{0}=$ $P_{0} u_{\mathbb{1}}^{e}=T_{0}$ and $\sigma_{\mathbb{1}}=v_{\mathbb{1}}^{e}\left(u_{\mathbb{1}}^{e}\right)^{-1}=\mathrm{id}_{T \mathbb{1}}$. Moreover,

$$
\begin{aligned}
P_{2}(X, Y) u_{X \otimes Y}^{e} & =\left(u_{X}^{e} \otimes u_{Y}^{e}\right) T_{2}(X, Y) \\
& =\left(T \mathbb{1} \otimes e_{X} \otimes T \mathbb{1} \otimes e_{Y}\right) T_{4}(\mathbb{1}, X, \mathbb{1}, Y) \\
& =\left(T \mathbb{1} \otimes v_{X}^{e} \otimes Y\right)\left(T \mathbb{1} \otimes T X \otimes e_{Y}\right) T_{3}(\mathbb{1}, X, Y) \\
& =\left(T \mathbb{1} \otimes v_{X}^{e} u_{X}^{e-1} \otimes Y\right)\left(T \mathbb{1} \otimes u_{X}^{e} \otimes e_{Y}\right) T_{3}(\mathbb{1}, X, Y) \\
& =\left(T \mathbb{1} \otimes \sigma_{X} \otimes Y\right)\left(T \mathbb{1} \otimes T \mathbb{1} \otimes e_{X} \otimes e_{Y}\right) T_{4}(\mathbb{1}, \mathbb{1}, X, Y) \\
& =\left(T \mathbb{1} \otimes \sigma_{X} \otimes Y\right)\left(T_{2}(\mathbb{1}, \mathbb{1}) \otimes\left(e_{X} \otimes e_{Y}\right) T_{2}(X, Y)\right) T_{2}(\mathbb{1}, X \otimes Y) \\
& =\left(T \mathbb{1} \otimes \sigma_{X} \otimes Y\right)\left(T_{2}(\mathbb{1}, \mathbb{1}) \otimes X \otimes Y\right) u_{X \otimes Y}^{e} \quad \text { (since } e \text { is comonoidal). }
\end{aligned}
$$

Therefore $P_{2}(X, Y)=\left(T \mathbb{1} \otimes \sigma_{X} \otimes Y\right)\left(T_{2}(\mathbb{1}, \mathbb{1}) \otimes X \otimes Y\right)$ because $u^{e}$ is invertible. We conclude using Lemma 5.3.

Recall that an augmentation of a bimonad $T$ on $\mathcal{C}$ is a morphism of bimonads from $T$ to $1_{\mathcal{C}}$. It is called left regular if it is left regular as a comonoidal natural transformation.

Lemma 5.15. Let $(T, \mu, \eta)$ be an augmented bimonad on $\mathcal{C}$. Assume its augmentation $e: T \rightarrow 1_{\mathcal{C}}$ is left regular. Then $\sigma=v^{e}\left(u^{e}\right)^{-1}$ is a lax half braiding for $T \mathbb{1}$ and $(T \mathbb{1}, \sigma)$ is a lax central bialgebra of $\mathcal{C}$, with product $m=\mu_{\mathbb{1}}\left(u_{T \mathbb{1}}^{e}\right)^{-1}$, unit $u=\eta_{\mathbb{1}}$, coproduct $T_{2}(\mathbb{1}, \mathbb{1})$, and counit $T_{0}$. Moreover $u^{e}: T \rightarrow T \mathbb{1} \otimes_{\sigma}$ ? is an isomorphism of bimonads.

Proof. By transport of structure, the endofunctor $P=T \mathbb{1} \otimes$ ? of $\mathcal{C}$ admits a unique bimonad structure such that the natural transformation $u_{e}: T \rightarrow P$ is an isomorphism of bimonads. In view of Lemmas 5.3 and 5.14 , it is enough to verify that the product $\mu^{\prime}$ and unit $\eta^{\prime}$ of $P$ are given by $\mu^{\prime}=\mu_{\mathbb{1}}\left(u_{T \mathbb{1}}^{e}\right)^{-1} \otimes$ ? and $\eta^{\prime}=\eta_{\mathbb{1}} \otimes$ ?. Since $u^{e}$ is a morphism of monads, we have

$$
\eta_{X}^{\prime}=u_{X}^{e} \eta_{X}=\left(T \mathbb{1} \otimes e_{X}\right) T_{2}(\mathbb{1}, X) \eta_{X}=\eta_{\mathbb{1}} \otimes e_{X} \eta_{X}=\eta_{\mathbb{1}} \otimes X .
$$

Also, setting $m=\mu_{\mathbb{1}}\left(u_{T \mathbb{1}}^{e}\right)^{-1}$, we have

$$
\begin{aligned}
\mu_{X}^{\prime} u_{T \mathbb{1} \otimes X}^{e} T\left(u_{X}^{e}\right) & =u_{X}^{e} \mu_{X}=\left(T \mathbb{1} \otimes e_{X}\right) T_{2}(\mathbb{1}, X) \mu_{X} \\
& =\left(\mu_{\mathbb{1}} \otimes e_{X} \mu_{X}\right) T_{2}^{2}(\mathbb{1}, X) \\
& =\left(m u_{T \mathbb{1}}^{e} \otimes e_{X} T\left(e_{X}\right)\right) T_{2}(T \mathbb{1}, T X) T\left(T_{2}(\mathbb{1}, X)\right) \\
& =(m \otimes X)\left(\left(T \mathbb{1} \otimes e_{T \mathbb{1}}\right) T_{2}(\mathbb{1}, T \mathbb{1}) \otimes e_{X}\right) T_{2}(T \mathbb{1}, X) T\left(u_{X}^{e}\right) \\
& =(m \otimes X)\left(T \mathbb{1} \otimes e_{T \mathbb{1}} \otimes X\right) T_{2}(\mathbb{1}, T \mathbb{1} \otimes X) T\left(u_{X}^{e}\right) \\
& =(m \otimes X) u_{T \mathbb{1} \otimes X}^{e} T\left(u_{X}^{e}\right),
\end{aligned}
$$

and so $\mu_{X}^{\prime}=m \otimes X$ since $u^{e}$ is invertible.
Lemma 5.16. Let $T$ be an augmented left pre-Hopf monad on $\mathcal{C}$. Then its augmentation $e: T \rightarrow 1_{\mathcal{C}}$ is left regular and $\left(u^{e}\right)^{-1}=T(e) H_{\mathbb{1},-}^{l^{-1}}(T \mathbb{1} \otimes \eta)$.

Proof. Let $X$ be an object of $\mathcal{C}$ and set $\theta_{X}^{e}=T\left(e_{X}\right) H_{\mathbb{1}, X}^{l^{-1}}\left(T \mathbb{1} \otimes \eta_{X}\right)$. We have

$$
\begin{aligned}
u_{X}^{e} \theta_{X}^{e} & =\left(T \mathbb{1} \otimes e_{X}\right) T_{2}(\mathbb{1}, X) T\left(e_{X}\right) H_{\mathbb{1}, X}^{l^{-1}}\left(T \mathbb{1} \otimes \eta_{X}\right) \\
& =\left(T \mathbb{1} \otimes e_{X} T\left(e_{X}\right)\right) T_{2}(\mathbb{1}, T X) H_{\mathbb{1}, X}^{l^{-1}}\left(T \mathbb{1} \otimes \eta_{X}\right) \\
& =\left(T \mathbb{1} \otimes e_{X} \mu_{X}\right) T_{2}(\mathbb{1}, T X) H_{\mathbb{1}, X}^{l^{-1}}\left(T \mathbb{1} \otimes \eta_{X}\right) \\
& =\left(T \mathbb{1} \otimes e_{X}\right) H_{\mathbb{1}, X}^{l} H_{\mathbb{1}, X}^{l^{-1}}\left(T \mathbb{1} \otimes \eta_{X}\right) \\
& =\left(T \mathbb{1} \otimes e_{X} \eta_{X}\right)=\operatorname{id}_{T \mathbb{1} \otimes X}
\end{aligned}
$$

and

$$
\begin{aligned}
\theta_{X}^{e} u_{X}^{e} & =T\left(e_{X}\right) H_{\mathbb{1}, X}^{l^{-1}}\left(T \mathbb{1} \otimes \eta_{X} e_{X}\right) T_{2}(\mathbb{1}, X) \\
& =T\left(e_{X}\right) H_{\mathbb{1}, X}^{l^{-1}}\left(T \mathbb{1} \otimes T\left(e_{X}\right) \eta_{T X}\right) T_{2}(\mathbb{1}, X) \\
& =T\left(e_{X}\right) T^{2}\left(e_{X}\right) H_{\mathbb{1}, T X}^{l^{-1}}\left(T \mathbb{1} \otimes \eta_{T X}\right) T_{2}(\mathbb{1}, X) \\
& =T\left(e_{X}\right) T\left(\mu_{X}\right) H_{\mathbb{1}, T X}^{l^{-1}}\left(T \mathbb{1} \otimes \eta_{T X}\right) T_{2}(\mathbb{1}, X) \\
& =T\left(e_{X}\right) H_{\mathbb{1}, X}^{l^{-1}}\left(T \mathbb{1} \otimes \mu_{X} \eta_{T X}\right) T_{2}(\mathbb{1}, X) \quad \text { by Proposition } 2.6 \\
& =T\left(e_{X}\right) H_{\mathbb{1}, X}^{l^{-1}}\left(T \mathbb{1} \otimes \mu_{X} T\left(\eta_{X}\right)\right) T_{2}(\mathbb{1}, X) \\
& =T\left(e_{X}\right) H_{\mathbb{1}, X}^{l^{-1}} H_{\mathbb{1}, X}^{l} T\left(\eta_{X}\right)=T\left(e_{X} \eta_{X}\right)=\mathrm{id}_{T X} .
\end{aligned}
$$

Hence $u^{e}$ is invertible with inverse $\theta^{e}$.
Theorem 5.17. Let $\mathcal{C}$ be a monoidal category. The functor

$$
\mathfrak{R}^{\operatorname{lax}}:\left\{\begin{array}{l}
\operatorname{BiAlg}\left(\mathcal{Z}^{\operatorname{lax}}(\mathcal{C})\right) \rightarrow \operatorname{BiMon}(\mathcal{C}) / 1_{\mathcal{C}} \\
(A, \sigma) \mapsto\left(A \otimes_{\sigma} ?, \varepsilon \otimes ?\right)
\end{array}\right.
$$

induces an equivalence of categories from $\operatorname{BiAlg}\left(\mathcal{Z}^{\operatorname{lax}}(\mathcal{C})\right)$ to the full subcategory of $\operatorname{BiMon}(\mathcal{C}) / 1_{\mathcal{C}}$ of augmented bimonads $(T, e)$ such that e is left regular.

Proof. If $(A, \sigma)$ is a bialgebra in $\mathcal{Z}^{\text {lax }}(\mathcal{C})$, then $e=\varepsilon \otimes ?: A \otimes_{\sigma} ? \rightarrow 1_{\mathcal{C}}$ is a left regular bimonad morphism (since $u^{e}=\operatorname{id}_{A \otimes}$ ? ). Therefore $\mathfrak{R}^{\text {lax }}$ takes values in the full subcategory $\mathcal{A} \subset$ $\operatorname{BiMon}(\mathcal{C}) / 1_{\mathcal{C}}$ of augmented bimonads $(T, e)$ such that $e$ is left regular. Conversely, let $(T, e)$ be an object of $\mathcal{A}$. By Lemma 5.15, $T \mathbb{1}$ is endowed with a half braiding $\sigma$ and $(T \mathbb{1}, \sigma)$ is a bialgebra in $\mathcal{Z}(\mathcal{C})$. This construction is functorial, that is, gives rise to a functor $\mathfrak{I}: \mathcal{A} \rightarrow \operatorname{BiAlg}\left(\mathcal{Z}^{\operatorname{lax}}(\mathcal{C})\right)$ defined on objects by $\Im(T, e)=\left(T \mathbb{1}, \sigma=v^{e} u^{e-1}\right)$ and on morphisms by $\Im(f)=f_{\mathbb{1}}$. Moreover $\mathfrak{I}$ is quasi-inverse to $\mathfrak{R}^{\text {lax }}$. Indeed, for $(T, e)$ in $\mathcal{A}, u^{e}$ is an isomorphism from $(T, e)$ to $\mathfrak{R}^{\operatorname{lax}} \mathfrak{I}(T, e)$ and, for $(A, \sigma)$ in $\operatorname{BiAlg}\left(\mathcal{Z}^{\operatorname{lax}}(\mathcal{C})\right)$, we have $\mathfrak{I}^{\operatorname{lax}}(A, \sigma)=(A, \sigma)$. Hence the theorem.

Corollary 5.18. Let $\mathcal{C}$ be a monoidal category. The functor $\mathfrak{R}^{\operatorname{lax}}$ induces equivalences of categories between:
(a) Lax central left Hopf algebras of $\mathcal{C}$ and augmented left Hopf monads on $\mathcal{C}$.
(b) Central Hopf algebras of $\mathcal{C}$ and augmented Hopf monads on $\mathcal{C}$.

Moreover an augmented left (resp. right) pre-Hopf monad on $\mathcal{C}$ is in fact a left (resp. right) Hopf monad.

Proof. Let $(T, e)$ be an augmented bimonad such that $T$ is a left pre-Hopf monad. Then $e$ is left regular by Lemma 5.16. By Theorem 5.17, $T$ is of the form $A \otimes_{\sigma}$ ? for some bialgebra $(A, \sigma)$ in $\mathcal{Z}^{\text {lax }}(\mathcal{C})$. By Proposition 5.4, $A$ admits an antipode, and $T$ is in fact a left Hopf monad. Hence the first equivalence of categories. Moreover, by Proposition 5.4, $T$ is a Hopf monad if and only if $(A, \sigma)$ is a Hopf algebra in $\mathcal{Z}(\mathcal{C})$. Hence the second equivalence of categories.

Proof of Theorem 5.7. The theorem is just assertion (b) of Corollary 5.18.

Proof of Corollary 5.9. By Theorem 5.7, the augmentation $e: T \rightarrow 1_{\mathcal{B}}$ defines a Hopf algebra ( $A=T \mathbb{1}, \sigma$ ) in $\mathcal{Z}(\mathcal{B})$ such that $T \simeq A \otimes_{\sigma}$ ?. In view of Remark 5.6, the question is whether $\sigma=\tau_{A,-}$. Recall $\sigma=v^{e}\left(u^{e}\right)^{-1}$. Therefore $\sigma_{X}=\tau_{A, X}$ if and only if $v_{X}^{e}=\tau_{A, X} u_{X}^{e}$, that is, $\left(e_{X} \otimes T \mathbb{1}\right) T_{2}(X, \mathbb{1})=\left(e_{X} \otimes T \mathbb{1}\right) \tau_{T \mathbb{1}, T X} T_{2}(\mathbb{1}, X)$.

## 6. Induced coalgebras and Hopf modules

A cocommutative coalgebra of the center of a monoidal category $\mathcal{D}$ gives rise to a comonoidal comonad on $\mathcal{D}$ and, under certain exactness assumptions, to a Hopf adjunction. On the other hand, we show that the comonoidal comonad of a pre-Hopf adjunction ( $F: \mathcal{C} \rightarrow \mathcal{D}, U: \mathcal{D} \rightarrow \mathcal{C}$ ) is represented by its induced coalgebra, which is a cocommutative coalgebra of the categorical center of $\mathcal{D}$.

As an application, we obtain a structure theorem for Hopf modules over pre-Hopf monads on monoidal categories. It generalizes Sweedler's theorem on the structure of Hopf modules over a Hopf algebra, and is an enhanced version of [5, Theorem 4.6] which concerns Hopf monads on autonomous categories.

### 6.1. From cocommutative central coalgebras to Hopf adjunctions

Let $\mathcal{D}$ be a monoidal category and $(C, \Delta, \varepsilon)$ be a coalgebra in $\mathcal{D}$. Denote by ${ }_{C}$ Comod the category of left $C$-comodules in $\mathcal{D}$. The forgetful functor $V:{ }_{C} \operatorname{Comod} \rightarrow \mathcal{D}$ has a right adjoint, the cofree comodule functor

$$
R:\left\{\begin{array}{l}
\mathcal{D} \rightarrow{ }_{C} \text { Comod } \\
X \mapsto(C \otimes X, \Delta \otimes X) .
\end{array}\right.
$$

The comonad (on $\mathcal{D}$ ) of the adjunction $(V, R)$ is $\hat{T}=(C \otimes ?, \Delta \otimes ?, \varepsilon \otimes$ ?). This adjunction is comonadic, since $\hat{T}$-comodules are just left $C$-comodules.

On the other hand, the monad $T=R V$ (on ${ }_{C}$ Comod) of the adjunction $(V, R)$ is defined by $T(M, \delta)=(C \otimes M, \Delta \otimes M)$ for any $C$-comodule ( $M, \delta$ ), with product $\mu_{(M, \delta)}=C \otimes \varepsilon \otimes M$ and unit $\eta_{(M, \delta)}=\delta$. In general the adjunction $(V, R)$ is not monadic.

Remark 6.1. The adjunction $(V, R)$ is monadic if, for instance, $\mathcal{D}$ admits reflexive coequalizers and $C \otimes$ ? is conservative and preserves reflexive coequalizers.

Now let $(C, \sigma)$ be a lax central coalgebra of $\mathcal{D}$, that is, a coalgebra in $\mathcal{Z}^{\operatorname{lax}}(\mathcal{C})$. Then the endofunctor $C \otimes$ ? of $\mathcal{D}$ has both a comonad structure (because $C$ is a coalgebra in $\mathcal{D}$ ) and a comonoidal structure denoted by $C \otimes_{\sigma}$ ? (see Lemma 5.3).

A lax central coalgebra $(C, \sigma)$ is cocommutative if its coproduct $\Delta$ satisfies $\sigma_{C} \Delta=\Delta$. We have

Lemma 6.2. Let $(C, \sigma)$ be a lax central coalgebra of $\mathcal{D}$. Then $C \otimes_{\sigma}$ ? is a comonoidal comonad if and only if $(C, \sigma)$ is cocommutative.

Proof. One checks that the coproduct $\Delta \otimes$ ? of the comonad $C \otimes$ ? is comonoidal if and only if $\sigma_{C} \Delta=\Delta$, and that its counit $\varepsilon \otimes$ ? is always comonoidal.

We say that a cocommutative lax central coalgebra $(C, \sigma)$ of $\mathcal{D}$ is cotensorable if for each pair $(M, \delta),\left(N, \delta^{\prime}\right)$ of left $C$-comodules, the coreflexive pair

$$
M \otimes N \xrightarrow[M \otimes \delta^{\prime}]{\stackrel{\sigma_{M} \delta \otimes N}{\longrightarrow}} M \otimes C \otimes N
$$

admits an equalizer, denoted by $M \otimes_{C}^{\sigma} N \rightarrow M \otimes N$, and the endofunctor $C \otimes$ ? preserves these equalizers.

Let $(C, \sigma)$ be a cotensorable cocommutative lax central coalgebra of $\mathcal{D}$. Given two left $C$ comodules $(M, \delta)$ and $\left(N, \delta^{\prime}\right)$, there exists a unique left coaction $\delta^{\prime \prime}$ of $C$ on $M \otimes_{C}^{\sigma} N$ such that the morphism $M \otimes_{C}^{\sigma} N \rightarrow M \otimes N$ is a comodule morphism $\left(M \otimes_{C}^{\sigma} N, \delta^{\prime \prime}\right) \rightarrow(M \otimes N, \delta \otimes N)$. The assignment $(M, \delta) \times\left(N, \delta^{\prime}\right) \mapsto\left(M \otimes_{C}^{\sigma} N, \delta^{\prime \prime}\right)$ defines a functor:

$$
\otimes_{C}^{\sigma}:{ }_{C} \operatorname{Comod} \times{ }_{C} \operatorname{Comod} \rightarrow{ }_{C} \text { Comod }
$$

Then the category ${ }_{C}$ Comod of left $C$-comodules (in $\mathcal{C}$ ) is monoidal, with monoidal product $\otimes_{C}^{\sigma}$ and unit object $(C, \Delta)$. We denote this monoidal category by ${ }_{C}$ Comod $^{\sigma}$. The cofree comodule functor $R: \mathcal{D} \rightarrow{ }_{C}$ Comod $^{\sigma}$ is strong monoidal, so that the comonadic adjunction $(V, R)$ is comonoidal, with comonoidal comonad $C \otimes_{\sigma}$ ?.

Lemma 6.3. Let $\mathcal{D}$ be a monoidal category admitting coreflexive equalizers which are preserved by the monoidal product. Let $(C, \sigma)$ be a cocommutative central coalgebra of $\mathcal{D}$. Then $(C, \sigma)$ is cotensorable and the monoidal category ${ }_{C} \operatorname{Comod}^{\sigma}$ admits coreflexive equalizers which are preserved by the monoidal product $\otimes_{C}^{\sigma}$ and the forgetful functor $V:{ }_{C} \operatorname{Comod}^{\sigma} \rightarrow \mathcal{D}$.

Proof. By standard diagram chase left to the reader.
Theorem 6.4. Let $\mathcal{D}$ be a monoidal category and $(C, \sigma)$ be a cotensorable cocommutative lax central coalgebra of $\mathcal{D}$. Then the comonoidal adjunction

$$
\left(V:{ }_{C} \operatorname{Comod}^{\sigma} \rightarrow \mathcal{D}, R: \mathcal{D} \rightarrow{ }_{C} \operatorname{Comod}^{\sigma}\right)
$$

is a left Hopf adjunction, and its induced lax central coalgebra is $(C, \sigma)$. Moreover, if $\sigma$ is invertible, $(V, R)$ is a Hopf adjunction.

Proof. Let $d$ be an object of $\mathcal{D}$ and $(M, \delta)$ be a left $C$-comodule. Then the morphism $\sigma_{M} \delta \otimes$ $d: M \otimes d \rightarrow M \otimes C \otimes d$ is an equalizer of the pair

$$
M \otimes C \otimes d \underset{M \otimes \Delta \otimes d}{\stackrel{\sigma_{M} \delta \otimes C \otimes d}{\longrightarrow}} M \otimes C \otimes C \otimes d .
$$

Hence an isomorphism $M \otimes_{C}^{\sigma} R(d) \xrightarrow{\sim} M \otimes d$ which is the left fusion operator of the comonoidal adjunction $(V, R)$. Similarly if $\sigma$ is invertible, the morphism $\left(\sigma_{d}^{-1} \otimes M\right)(d \otimes \delta): d \otimes M \rightarrow$ $C \otimes d \otimes M$ is an equalizer of the pair

$$
C \otimes d \otimes M \xrightarrow[C \otimes d \otimes \delta]{\stackrel{\left(\sigma_{C \otimes d} \otimes M\right)(\Delta \otimes d \otimes M)}{\longrightarrow}} C \otimes d \otimes C \otimes M .
$$

Hence an isomorphism $R(d) \otimes_{C}^{\sigma} M \xrightarrow{\sim} d \otimes M$ which is the right fusion operator of the comonoidal adjunction $(V, R)$.

### 6.2. Induced coalgebra and comonad of a comonoidal adjunction

Let $\mathcal{C}, \mathcal{D}$ be monoidal categories and $(F: \mathcal{C} \rightarrow \mathcal{D}, U: \mathcal{D} \rightarrow \mathcal{C})$ be a comonoidal adjunction, with adjunction unit $\eta: 1_{\mathcal{C}} \rightarrow U F$ and counit $\varepsilon: F U \rightarrow 1_{\mathcal{D}}$.

Being comonoidal, $F$ sends the trivial coalgebra $\mathbb{1}$ in $\mathcal{C}$ to a coalgebra $\hat{C}=F(\mathbb{1})$ in $\mathcal{D}$, with coproduct $\Delta=F_{2}(\mathbb{1}, \mathbb{1})$ and counit $\epsilon=F_{0}$, called the induced coalgebra of the comonoidal adjunction.

The endofunctor $\hat{T}=F U$ of $\mathcal{D}$ is a comonoidal comonad, with coproduct $F\left(\eta_{U}\right): \hat{T} \rightarrow \hat{T}^{2}$ and counit $\varepsilon$ (see Section 2.5).

In this situation we have three comonads on the category $\mathcal{D}$, namely:

- ? $\otimes \hat{C}$ (with coproduct ? $\otimes \Delta$ and counit ? $\otimes \epsilon$ );
- $\hat{C} \otimes$ ? (with coproduct $\Delta \otimes$ ? and counit $\epsilon \otimes$ ?);
- the (comonoidal) comonad $\hat{T}=F U$ of the adjunction $(F, U)$.

How are they related?
Lemma 6.5. The Hopf operators $\Vdash^{l}$ and $\Vdash^{r}$ define morphisms of comonads:

$$
\mathbb{H}_{\mathbb{1},-}^{l}: \hat{T} \rightarrow \hat{C} \otimes ? \quad \text { and } \quad \mathbb{H}_{-, \mathbb{1}}^{r}: \hat{T} \rightarrow ? \otimes \hat{C}
$$

Proof. The commutativity of the following diagrams:

which results from the fact that the adjunction $(F, U)$ is comonoidal, means that $\mathbb{H}_{\mathbb{1},-}^{l}$ is a morphism of comonads. The proof for $\mathbb{H}_{-, \mathbb{1}}^{r}$ is similar.

### 6.3. From Hopf adjunctions to cocommutative central coalgebras

In the case of a left pre-Hopf adjunction, the induced coalgebra is endowed with a canonical lax half braiding, making it a cocommutative lax central coalgebra which represents the induced comonoidal comonad:

Theorem 6.6. Let $(F: \mathcal{C} \rightarrow \mathcal{D}, U: \mathcal{D} \rightarrow \mathcal{C})$ be a left pre-Hopf adjunction, with induced coalgebra $\hat{C}$. Then:
(a) The natural transformation $\hat{\sigma}=\mathbb{H}_{-, \mathbb{1}}^{r} \mathbb{H}_{\mathbb{1},-}^{l^{-1}}: \hat{C} \otimes ? \rightarrow$ ? $\otimes \hat{C}$ is a lax half braiding of $\mathcal{D}$ such that, for any object $c$ of $\mathcal{C}$, the diagram:

$$
\hat{C} \otimes F c \xrightarrow{F_{2}(\mathbb{1}, c)} \stackrel{F c}{\hat{\sigma}_{F c}} \underset{F_{2}(c, \mathbb{1})}{ }+\hat{C} \otimes \hat{C}
$$

is commutative.
(b) $(\hat{C}, \hat{\sigma})$ is a cocommutative lax central coalgebra of $\mathcal{D}$ and $\mathbb{H}_{\mathbb{1},-}^{l}: \hat{T} \rightarrow \hat{C} \otimes_{\hat{\sigma}}$ ? is an isomorphism of comonoidal comonads.

Proof. Let $(F, U)$ be a left pre-Hopf adjunction, so that $\mathbb{H}_{\mathbb{1},-}$ is invertible. Since $U$ is strong monoidal, we identify $\hat{C}=F(\mathbb{1})$ and $\hat{T}(\mathbb{1})=F U(\mathbb{1})$ as coalgebras in $\mathcal{D}$. We apply Lemma 5.14 to the comonoidal endofunctor $\hat{T}$ of $\mathcal{D}$ and the comonoidal morphism $\varepsilon: F U \rightarrow 1_{\mathcal{C}}$. The natural transformations $u^{\varepsilon}: F U \rightarrow F U(\mathbb{1}) \otimes$ ? and $v^{\varepsilon}: F U \rightarrow ? \otimes F U(\mathbb{1})$ of the lemma are nothing but $\mathbb{H}_{\mathbb{1},-}^{l}$ and $\mathbb{H}_{-, \mathbb{1}}^{r}$ respectively. Therefore $u^{e}=\mathbb{H}_{\mathbb{1},-}^{l}$ being invertible, we conclude that $\hat{\sigma}=$ $v^{e}\left(u^{e}\right)^{-1}$ is a lax braiding on $\mathcal{D}$ and $(\hat{C}, \hat{\sigma})$ is a coalgebra in $\mathcal{Z}(\mathcal{D})$ such that $u^{e}$ is a comonoidal isomorphism. Now, for any object $c$ of $\mathcal{C}$, we have

$$
\mathbb{H}_{\mathbb{1}, F c}^{l} F\left(\eta_{c}\right)=F_{2}(\mathbb{1}, c) \quad \text { and } \quad \mathbb{H}_{F c, \mathbb{1}}^{r} F\left(\eta_{c}\right)=F_{2}(c, \mathbb{1}),
$$

from which the equality $\hat{\sigma}_{F c} F_{2}(\mathbb{1}, c)=F_{2}(c, \mathbb{1})$ follows directly. Hence part (a).
Applying this equality to $d=\mathbb{1}$ gives the cocommutativity of the coalgebra $(\hat{C}, \hat{\sigma})$, so that $\hat{C} \otimes_{\hat{\sigma}}$ ? is a comonoidal comonad by Lemma 6.2. Thus $\mathbb{H}_{\mathbb{1},-}^{l}=u^{e}$ is an isomorphism of comonoidal comonads, hence part (b).

As a consequence, the comonoidal comonad of a pre-Hopf adjunction is canonically represented by a cocommutative central coalgebra of the upper category. More precisely:

Corollary 6.7. Let $(F: \mathcal{C} \rightarrow \mathcal{D}, U: \mathcal{D} \rightarrow \mathcal{C})$ be a pre-Hopf adjunction, with induced coalgebra $\hat{C}$. Then $\hat{\sigma}=\mathbb{H}_{-, \mathbb{1}}^{r} \mathbb{H}_{\mathbb{1},-}^{-1}$ is a half braiding for $\hat{C}$. Moreover $(\hat{C}, \hat{\sigma})$ is a cocommutative central coalgebra in $\mathcal{D}$ called the induced central coalgebra of the pre-Hopf adjunction $(F, U)$.

Proof. Since $(F, U)$ is a pre-Hopf adjunction, the pre-Hopf operators $\mathbb{H}_{-, \mathbb{1}}^{r}$ and $\mathbb{H}_{\mathbb{1},-}^{l}$ are invertible. Thus $\hat{\sigma}$ is invertible and the corollary follows then directly from Theorem 6.6.

Example 6.8. Let $\mathcal{C}$ be a monoidal category and $(A, \sigma)$ be a Hopf algebra in $\mathcal{Z}(\mathcal{C})$, with product $m$, coproduct $\Delta$, and counit $\varepsilon$. Consider the Hopf monad $T=A \otimes_{\sigma}$ ? on $\mathcal{C}$ (see Proposition 5.4). Recall ${ }_{A} \operatorname{Mod}_{\sigma}$ denotes the monoidal category $\mathcal{C}^{A \otimes_{\sigma}}$ ? of left $A$-modules (in $\mathcal{C}$ ), with monoidal product induced by $\sigma$ (see Section 5.3). The induced coalgebra $\hat{C}$ of $A \otimes_{\sigma}$ ? is the left $A$-module $\hat{C}=(A, m)$, with coproduct $\Delta$ and counit $\varepsilon$. Its associated half braiding is given by

for any left $A$-module $(M, r)$. Then $(\hat{C}, \hat{\sigma})$ is a cocommutative coalgebra in the center $\mathcal{Z}\left({ }_{A} \operatorname{Mod}_{\sigma}\right)$ of ${ }_{A} \operatorname{Mod}_{\sigma}$.

Proposition 6.9. Let $(F: \mathcal{C} \rightarrow \mathcal{D}, U: \mathcal{D} \rightarrow \mathcal{C})$ be a comonadic pre-Hopf adjunction, with induced central coalgebra $(\hat{C}, \hat{\sigma})$. Assume that for all $X, Y$ objects of $\mathcal{C}$, the morphism $F_{2}(X, Y): F(X \otimes$ $Y) \rightarrow F(X) \otimes F(Y)$ is an equalizer of the coreflexive pair

$$
F X \otimes F Y \underset{F X \otimes F_{2}(\mathbb{1}, Y)}{\stackrel{F_{2}(X, \mathbb{1}) \otimes F Y}{\rightrightarrows}} F X \otimes F \mathbb{1} \otimes F Y,
$$

and these equalizers are preserved by the endofunctor $F(\mathbb{1}) \otimes$ ?. Then the cocommutative central coalgebra $(\hat{C}, \hat{\sigma})$ is cotensorable and the comparison functor

$$
K: \mathcal{C} \rightarrow{ }_{\hat{C}} \operatorname{Comod}^{\hat{\sigma}}
$$

is a strong monoidal equivalence. In particular $(F, U)$ is a Hopf adjunction.
Proof. The cotensorability assumption means that for each pair $(M, \delta),\left(N, \delta^{\prime}\right)$ of left $\hat{C}$ comodules, the coreflexive pair

$$
M \otimes N \xrightarrow[M \otimes \delta^{\prime}]{\stackrel{\sigma_{M} \delta \otimes N}{\longrightarrow}} M \otimes C \otimes N
$$

admits an equalizer, and the endofunctor $\hat{C} \otimes$ ? preserves these equalizers. Now recall that the comparison functor $K$ is defined by $K(X)=\left(F X, F_{2}(\mathbb{1}, X)\right)$ for $X$ in $\mathcal{C}$. If $X$ is an object of $\mathcal{C}$ then by Theorem 6.6 , part (a), we have $\hat{\sigma}_{F X} F_{2}(\mathbb{1}, X)=F_{2}(X, \mathbb{1})$. Since $K$ is an equivalence, we conclude that $(\hat{C}, \hat{\sigma})$ is cotensorable. Moreover, we have $K(X \otimes Y)=K(X) \otimes_{\hat{C}}^{\hat{\sigma}} K(Y)$ so that $K$ is a strong monoidal equivalence. By Theorem 6.4, $(F, U)$ is a Hopf adjunction.

### 6.4. Descent

Let $\left(T, \mu, \eta\right.$ ) be a monad on a category $\mathcal{C}$. Its adjunction $\left(F_{T}, U_{T}\right)$ has unit $\eta: 1_{\mathcal{C}} \rightarrow$ $U_{T} F_{T}=T$ and has counit denoted by $\varepsilon: F_{T} U_{T} \rightarrow 1_{\mathcal{C}^{T}}$. Let $\hat{T}$ be the comonad of the adjunction $\left(F_{T}, U_{T}\right)$, that is, $\hat{T}=F_{T} U_{T}$ on $\mathcal{C}^{T}$, with coproduct $\delta=F_{T}\left(\eta_{U_{T}}\right)$ and counit $\varepsilon$. Denote by $\mathcal{H}(T)$ the category $\left(\mathcal{C}^{T}\right)_{\hat{T}}$ of $\hat{T}$-comodules in the category of $T$-modules in $\mathcal{C}$. Objects of $\mathcal{H}(T)$ are triples $(B, r, \rho)$, where $B$ is an object of $\mathcal{C}, r: T B \rightarrow B$, and $\rho: B \rightarrow T B$ are morphisms in $\mathcal{C}$, such that $(B, r)$ is a $T$-module, that is,

$$
r T(r)=r \mu_{B} \quad \text { and } \quad r \eta_{B}=\operatorname{id}_{B}
$$

and $(B, \rho)$ is a $\hat{T}$-comodule whose coaction is $T$-linear, that is,

$$
T(\rho) \rho=\delta_{B} \rho, \quad r \rho=\operatorname{id}_{B}, \quad \text { and } \quad \rho r=\mu_{B} T(\rho)
$$

Morphisms in $\mathcal{H}(T)$ from $(M, r, \rho)$ to $(N, s, \varrho)$ are morphisms $f: M \rightarrow N$ in $\mathcal{C}$ which are morphisms of $T$-modules and $\hat{T}$-comodules:

$$
f r=s T(f) \quad \text { and } \quad T(f) \rho=\varrho f
$$

The comparison functor of the comonad $\hat{T}$ is the functor

$$
\chi:\left\{\begin{array}{l}
\mathcal{C} \rightarrow \mathcal{H}(T) \\
X \mapsto\left(T X, \mu_{X}, T \eta_{X}\right)
\end{array}\right.
$$

The question whether $\chi$ is an equivalence is a descent problem.
The coinvariant part of an object $\mathbb{B}=(B, r, \rho)$ of $\mathcal{H}(T)$ is the equalizer of the coreflexive pair

$$
B \xrightarrow[\rho]{\eta_{B}} T B .
$$

If the coinvariant part of $B$ exists, it is denoted by $i_{\mathbb{B}}: \mathbb{B}_{T} \rightarrow B$. We say that $T$ admits coinvariant parts if any object of $\mathcal{H}(T)$ admits a coinvariant part. We say that $T$ preserves coinvariant parts if, for any object $\mathbb{B}$ of $\mathcal{H}(T)$ which admits a coinvariant part $i_{\mathbb{B}}: \mathbb{B}_{T} \rightarrow B$, the morphism $T\left(i_{\mathbb{B}}\right)$ is an equalizer of the pair $\left(T \eta_{B}, T \rho\right)$.

The following characterization of monads $T$ for which $\chi$ is an equivalence is a reformulation of [10, Theorem 1].

Theorem 6.10. Let $T$ be a monad on a category $\mathcal{C}$. The following assertions are equivalent:
(i) The functor $\chi: \mathcal{C} \rightarrow \mathcal{H}(T)$ is an equivalence of categories;
(ii) $T$ is conservative, admits coinvariant parts, and preserves coinvariant parts.

If such is the case, the functor 'coinvariant part' $\mathbb{B} \mapsto \mathbb{B}_{T}$ is quasi-inverse to $\chi$.

### 6.5. Hopf modules for pre-Hopf monads

Let $T$ be a bimonad on a monoidal category $\mathcal{C}$. The induced coalgebra of $T$, denoted by $\hat{C}$, is the induced coalgebra of the comonoidal adjunction $\left(F_{T}, U_{T}\right)$. Explicitly $\hat{C}=\left(T(\mathbb{1}), \mu_{\mathbb{1}}\right)$, with coproduct $T_{2}(\mathbb{1}, \mathbb{1})$ and counit $T_{0}$. Note that $U_{T}(\hat{C})=T(\mathbb{1})$ is a coalgebra in $\mathcal{C}$.

A left Hopf $T$-module (as defined in [5]) is a left $\hat{C}$-comodule in $\mathcal{C}^{T}$, that is, a triple $(M, r, \rho)$ such that $(M, r)$ is a $T$-module, $(M, \rho)$ is a left $T(\mathbb{1})$-comodule, and

$$
\rho r=\left(\mu_{\mathbb{1}} \otimes r\right) T_{2}(T \mathbb{1}, M) T(\rho) .
$$

A morphism of Hopf $T$-modules between two left Hopf $T$-modules $(M, r, \rho)$ and $(N, s, \varrho)$ is a morphism of $\hat{C}$-comodules in $\mathcal{C}^{T}$, that is, a morphism $f: M \rightarrow N$ in $\mathcal{C}$ such that

$$
f r=s T(f) \quad \text { and } \quad\left(\mathrm{id}_{T(\mathbb{1})} \otimes f\right) \rho=\varrho f .
$$

We denote by $\mathcal{H}^{l}(T)$ the category of left Hopf $T$-modules.
The coinvariant part of a left Hopf module $\mathbb{M}=(M, r, \rho)$ is the equalizer of the coreflexive pair

$$
M \xrightarrow[\rho]{\stackrel{\eta_{\mathbb{1}} \otimes M}{\longrightarrow}} T(\mathbb{1}) \otimes M .
$$

If it exists, it is denoted by $\mathbb{M}_{T}$. We say that $T$ preserves coinvariant parts of left Hopf modules if, whenever a left Hopf module $\mathbb{M}=(M, r, \rho)$ admits a coinvariant part $i_{T}: \mathbb{M}_{T} \rightarrow M$, then $T\left(i_{T}\right)$ is an equalizer of $\left(T\left(\eta_{\mathbb{1}} \otimes M\right), T \rho\right)$.

Theorem 6.11. Let $T$ be a left pre-Hopf monad on a monoidal category $\mathcal{C}$. The following assertions are equivalent:
(i) The functor

$$
\mathfrak{h}^{l}:\left\{\begin{array}{l}
\mathcal{C} \rightarrow \mathcal{H}^{l}(T) \\
X \mapsto\left(T X, \mu_{X}, T_{2}(\mathbb{1}, X)\right)
\end{array}\right.
$$

is an equivalence of categories;
(ii) $T$ is conservative, left Hopf $T$-modules admit coinvariant parts, and $T$ preserves them.

If these hold, the functor 'coinvariant part' $M \mapsto M_{T}$ is quasi-inverse to $\mathfrak{h}^{l}$.
Remark 6.12. Similarly, we define the category $\mathcal{H}^{r}(T)$ of right Hopf $T$-modules. Since $\mathcal{H}^{r}(T)=$ $\mathcal{H}^{l}\left(T^{\text {cop }}\right)$, Theorem 6.11 holds also for right pre-Hopf monads and right Hopf modules (see Remark 2.11).

Example 6.13. Let $(A, \sigma)$ be a central Hopf algebra in a monoidal category $\mathcal{C}$, that is, a Hopf algebra in the center $\mathcal{Z}(\mathcal{C})$ of $\mathcal{C}$. Consider the left Hopf monad $T=A \otimes_{\sigma}$ ? on $\mathcal{C}$, see Proposition 5.4. A left Hopf module over $A$ is left Hopf $T$-module, that is, a triple ( $M, r: A \otimes M \rightarrow M$, $\rho: M \rightarrow A \otimes M)$ such that $(M, r)$ is a left $A$-module, $(M, \rho)$ is a left $A$-comodule, and $\rho r=(m \otimes r)\left(\mathrm{id}_{A} \otimes \sigma_{A} \otimes \operatorname{id}_{M}\right)(\Delta \otimes \rho)$, where $m$ is the product of $A$ and $\Delta$ is coproduct of $A$.

Assume now that $\mathcal{C}$ splits idempotents. Then the morphism $r\left(S \otimes \operatorname{id}_{M}\right) \rho$ (where $S$ denotes the antipode of $A$ ) is an idempotent of $A \otimes M$ and its image is the coinvariant part of $M$. One verifies that $T$ is conservative and preserves coinvariant parts. Applying Theorem 6.11, we obtain the fundamental theorem of Hopf modules for central Hopf algebras. In view of Remark 5.6, we recover the fundamental decomposition theorem of Hopf modules for Hopf algebras in a braided category (see [3]) which, for the category of vector spaces over a field, is just Sweedler's classical theorem. For a detailed treatment of the case of Hopf algebras over a field, we refer to [4, Examples 6.2 and 6.3].

Proof of Theorem 6.11. Let $\hat{T}$ be the comonad of the adjunction $\left(F_{T}, U_{T}\right)$ and $\hat{C}$ be the induced coalgebra of $T$. Since $T$ is a left pre-Hopf monad, $\mathbb{H}_{\mathbb{1},-}^{l}: \hat{T} \rightarrow \hat{C} \otimes$ ? is an isomorphism of comonads by Lemma 6.5. It induces an isomorphism of categories

$$
\kappa_{T}^{l}: \mathcal{H}(T)=\left(\mathcal{C}^{T}\right)_{\hat{T}} \rightarrow\left(\mathcal{C}^{T}\right)_{\hat{C} \otimes ?}=\mathcal{H}^{l}(T)
$$

such that $\kappa_{T}^{l} \chi=\mathfrak{h}^{l}$. We conclude using Theorem 6.10.

### 6.6. Summary

In this subsection we summarize the relationships between Hopf monads, Hopf adjunctions, and cocommutative central coalgebras.

We have constructed several correspondences between these objects:

- A Hopf adjunction $(F: \mathcal{C} \rightarrow \mathcal{D}, U: \mathcal{D} \rightarrow \mathcal{C})$ gives rise to a Hopf monad $\mathfrak{m}(F, U)=U F$ on $\mathcal{C}$ by Proposition 2.14, and to a cocommutative central coalgebra $\mathfrak{c}(F, U)=(\hat{C}, \hat{\sigma})$ in $\mathcal{D}$ by Corollary 6.7;
- A Hopf monad $T$ on a monoidal category $\mathcal{C}$ defines a Hopf adjunction

$$
\mathfrak{a}(T)=\left(F_{T}: \mathcal{C} \rightarrow \mathcal{C}^{T}, U_{T}: \mathcal{C}^{T} \rightarrow \mathcal{C}\right)
$$

by Theorem 2.15;

- A cotensorable cocommutative central coalgebra $(C, \sigma)$ on a monoidal category $\mathcal{D}$ yields a Hopf adjunction

$$
\mathfrak{o}(C, \sigma)=\left(U:{ }_{C} \operatorname{Comod}^{\sigma} \rightarrow \mathcal{D}, R: \mathcal{D} \rightarrow{ }_{C} \operatorname{Comod}^{\sigma}\right)
$$

by Theorem 6.4.
Hence the following triangle:


We have:

- $\mathfrak{m a}(T)=T$;
- $\mathfrak{a m}(F, U) \simeq(F, U)$ if and only if the adjunction $(F, U)$ is monadic;
- $\mathfrak{c o}(C, \sigma)=(C, \sigma)$;
- assuming $\mathfrak{c}(F, U)$ is cotensorable, we have $\mathfrak{o c}(F, U) \simeq(F, U)$ if the comonoidal adjunction $(F, U)$ satisfies the conditions of Proposition 6.9.

With suitable exactness assumption, we have in fact equivalences:

Theorem 6.14. The following data are equivalent via the assignments $\mathfrak{a}$ and $\mathfrak{c}$ :
(A) A Hopf monad $T$ on a monoidal category $\mathcal{C}$ such that:

- $\mathcal{C}$ admits reflexive coequalizers and coreflexive equalizers, and its monoidal product preserves coreflexive equalizers;
- $T$ is conservative and preserves reflexive coequalizers and coreflexive equalizers.
(B) A Hopf adjunction $(F: \mathcal{C} \rightarrow \mathcal{D}, U: \mathcal{D} \rightarrow \mathcal{C})$ such that:
- $\mathcal{C}$ and $\mathcal{D}$ admit reflexive coequalizers and coreflexive equalizers, and their monoidal products preserve coreflexive equalizers;
- $F$ and $U$ are conservative, $U$ preserves reflexive coequalizers and $F$ preserves coreflexive equalizers.
(C) A cocommutative central coalgebra $(C, \sigma)$ in a monoidal category $\mathcal{D}$ such that:
- $\mathcal{D}$ admits reflexive coequalizers and coreflexive equalizers, and its monoidal product preserves coreflexive equalizers (in particular the central coalgebra $(C, \sigma)$ is cotensorable);
- the endofunctor $C \otimes$ ? of $\mathcal{D}$ is conservative and preserves reflexive coequalizers.

Moreover, a Hopf adjunction satisfying the conditions of (B) is a monadic and comonadic Hopf adjunction.

Proof. Firstly, we show the equivalence of (A) and (B). Let $T$ be a Hopf monad on a monoidal category $\mathcal{C}$ satisfying the conditions of (A). Then $U_{T}$, being the forgetful functor of a monad, preserves and creates limits and in particular equalizers. As a result, the monoidal category $\mathcal{C}^{T}$ admits coreflexive equalizers and $U_{T}$ preserves them. From this one deduces that, since the monoidal product of $\mathcal{C}$ preserves coreflexive equalizers, so does that of $\mathcal{C}^{T}$. Moreover, since $T$ preserves reflexive coequalizers, $U_{T}$ creates and preserves them. Consequently: $\mathcal{C}^{T}$ admits reflexive coequalizers, and $F_{T}$ preserves reflexive coequalizers. The forgetful functor $U_{T}$ is conservative, and since by assumption $T=U_{T} F_{T}$ is conservative, so is $F_{T}$. Thus $\mathfrak{a}(T)=\left(F_{T}, U_{T}\right)$ is a Hopf adjunction satisfying the conditions of $(\mathrm{B})$, and we have $\mathfrak{m a}(T)=T$. Conversely, let $(F, U)$ be a Hopf adjunction satisfying the conditions of (B). By adjunction $F$ preserves colimits and $U$ preserves limits. The Hopf monad $T=\mathfrak{m}(F, U)=U F$ is conservative and preserves reflexive coequalizers and coreflexive equalizers, so that it satisfies the conditions of (A). Moreover by Beck's monadicity theorem, the adjunction $(F, U)$ is monadic, so $\mathfrak{a m}(F, U) \simeq(F, U)$, hence the equivalence of (A) and (B).

Secondly, we show the equivalence of $(B)$ and $(C)$. Let $(C, \sigma)$ be a cocommutative central comonad in a monoidal category $\mathcal{D}$ satisfying the conditions of $(\mathrm{C})$. Then $(C, \sigma)$ is cotensorable, and the adjunction

$$
\mathfrak{o}(C, \sigma)=\left(V: C \operatorname{Comod}^{\sigma} \rightarrow \mathcal{D}, R: \mathcal{D} \rightarrow{ }_{C} \operatorname{Comod}^{\sigma}\right)
$$

is a Hopf adjunction. It is comonadic, with comonoidal comonad $\hat{T}=C \otimes_{\sigma}$ ?. It is also monadic, see Remark 6.1. Moreover the cotensor product $\otimes_{C}^{\sigma}$ preserves coreflexive equalizer by Lemma 6.3. Thus the adjunction $(V, R)$ satisfies the conditions of $(\mathrm{B})$. We have $\mathfrak{c o}(C, \sigma)=$ $(C, \sigma)$.

Let us prove conversely that if $(F, U)$ is a Hopf adjunction satisfying the conditions of (B), then its induced central coalgebra $(\hat{C}, \hat{\sigma})=\mathfrak{c}(F, U)$ satisfies the conditions of (C) and $\mathfrak{o c}(F, U) \simeq(F, U)$ as Hopf adjunctions. We will need the following lemmas.

Lemma 6.15. Let $\mathcal{C}$ be a category admitting coreflexive equalizers and let $T$ be a conservative monad on $\mathcal{C}$ preserving coreflexive equalizers. Then for each object $X$ of $\mathcal{C}, \eta_{X}$ is an equalizer of the pair $\left(T\left(\eta_{X}\right), \eta_{T X}\right)$.

Proof. Let $X$ be an object of $\mathcal{C}$. Observe that $T\left(\eta_{X}\right)$ is an equalizer of the coreflexive pair $\left(T^{2}\left(\eta_{X}\right), T\left(\eta_{T X}\right)\right)$. Since $T$ is conservative and $\mathcal{C}$ admits coreflexive equalizers preserved by $T$, $\eta_{X}$ is an equalizer of the coreflexive pair $\left(T\left(\eta_{X}\right), \eta_{T X}\right)$.

Lemma 6.16. Let $\mathcal{C}$ be a monoidal category whose monoidal product preserves coreflexive equalizers in the left variable. Let $T$ be a left Hopf monad on $\mathcal{C}$ which preserves coreflexive equalizers. Assume furthermore that for each object $X$ of $\mathcal{C}, \eta_{X}$ is an equalizer of the pair $\left(T\left(\eta_{X}\right), \eta_{T X}\right)$. Then for all objects $X, Y$ of $\mathcal{C}, T_{2}(X, Y): T(X \otimes Y) \rightarrow T X \otimes T Y$ is an equalizer of the coreflexive pair

$$
T(X) \otimes T(Y) \xrightarrow[T(X) \otimes T_{2}(\mathbb{1}, Y)]{\stackrel{T_{2}(X, \mathbb{1}) \otimes T(Y)}{\longrightarrow}} T(X) \otimes T(\mathbb{1}) \otimes T(Y) .
$$

Proof. The following diagram:
is commutative (in the sense that the left square and the two right squares obtained by taking respectively the top and bottom arrow of each pair, are commutative); this results easily from Proposition 2.6. The top row is an equalizer because the endofunctor $T(X \otimes$ ?) preserves coreflexive equalizers. Since $H^{l}$ is invertible, we conclude that the bottom row is exact, hence the lemma.

Now let $T=U F$ be the Hopf monad of $(F, U)$. Then $T$ satisfies the hypotheses of Lemmas 6.15 and 6.16 , so that for all objects $X, Y$ of $\mathcal{C}, T_{2}(X, Y): T(X \otimes Y) \rightarrow T(X) \otimes T(Y)$ is an equalizer of the pair

$$
T(X) \otimes T(Y) \underset{T(X) \otimes T_{2}(\mathbb{1}, Y)}{\stackrel{T_{2}(X, \mathbb{1}) \otimes T(Y)}{\longrightarrow}} T(X) \otimes T(\mathbb{1}) \otimes T(Y) .
$$

Moreover, the adjunction $(F, U)$ is monadic. In particular the functor $U$ creates and preserves equalizers; thus $F_{2}(X \otimes Y)$ is an equalizer of the pair

$$
F(X) \otimes F(Y) \underset{F(X) \otimes F_{2}(\mathbb{1}, Y)}{\stackrel{F_{2}(X, \mathbb{1}) \otimes F(Y)}{\longrightarrow}} F(X) \otimes F(\mathbb{1}) \otimes F(Y)
$$

We may therefore apply Proposition 6.9 to the adjunction $(F, U)$, and we conclude that the comparison functor $\mathcal{C} \rightarrow{ }_{C} \operatorname{Comod}^{\hat{\sigma}}$ is a strong monoidal equivalence and $\mathfrak{c}(F, U)$ satisfies the conditions of $(\mathrm{C})$, hence $\mathfrak{o c}(F, U) \simeq(F, U)$ as Hopf adjunctions.

## 7. Hopf algebroids and finite abelian tensor categories

In this section, we study bialgebroids which, according to Szlachányi [21], are linear bimonads on categories of bimodules admitting a right adjoint. A bialgebroid corresponds with a Hopf monad if and only if it is a Hopf algebroid in the sense of Schauenburg [20]. We also use Hopf monads to prove that any finite tensor category is naturally equivalent (as a tensor category) to the category of finite-dimensional modules over some finite-dimensional Hopf algebroid.

### 7.1. Bialgebroids and bimonads

Let $\mathbb{k}$ be a commutative ring and $R$ be a $\mathbb{k}$-algebra. Denote by ${ }_{R} \operatorname{Mod}_{R}$ the category of $R$ bimodules. It is a monoidal category, with monoidal product $\otimes_{R}$ and unit object $R$. We identify ${ }_{R} \operatorname{Mod}_{R}$ with the category $R^{e} \operatorname{Mod}$ of left $R^{e}$-modules, where $R^{e}=R \otimes_{\mathbb{k}} R^{\text {op }}$. Hence a monoidal product $\boxtimes$ on $R^{e} \operatorname{Mod}$ (corresponding to $\otimes_{R}$ on ${ }_{R} \operatorname{Mod}_{R}$ ), with unit $R$ (whose $R^{e}$-action is $\left.\left(r \otimes r^{\prime}\right) \cdot x=r x r^{\prime}\right)$.

If $f: B \rightarrow A$ is $\mathbb{k}$-algebra morphism, we denote by ${ }_{f} A$ the left $B$-module $A$ with left action $b \cdot a=f(b) a$, and by $A_{f}$ the right $B$-module $A$ with right action $a \cdot b=a f(b)$.

A left bialgebroid with base $R$ (also called Takeuchi $\times_{R}$-bialgebra) consists of data ( $A, s, t, \Delta, \varepsilon$ ) where:

- $A$ is a $\mathbb{k}$-algebra;
- $s: R \rightarrow A$ and $t: R^{\mathrm{op}} \rightarrow A$ are $\mathbb{k}$-algebra morphisms whose images in $A$ commute. Hence a $\mathbb{k}$-algebra morphism

$$
e:\left\{\begin{array}{l}
R^{e} \rightarrow A \\
r \otimes r^{\prime} \mapsto s(r) t\left(r^{\prime}\right),
\end{array}\right.
$$

which gives rise to an $R^{e}$-bimodule ${ }_{e} A_{e}$;

- $\left({ }_{e} A, \Delta, \varepsilon\right)$ is a coalgebra in the monoidal category $\left(R^{e} \operatorname{Mod}, \boxtimes, R\right)$.

In this situation the Takeuchi product $A \times R A \subset{ }_{e} A \boxtimes_{e} A$, defined by

$$
A \times_{R} A=\left\{\sum a_{i} \otimes b_{i} \in_{e} A \boxtimes_{e} A \mid \forall r \in R, \sum a_{i} t(r) \otimes b_{i}=\sum a_{i} \otimes b_{i} s(r)\right\}
$$

is a $\mathbb{k}$-algebra, with product defined by $(a \otimes b)\left(a^{\prime} \otimes b^{\prime}\right)=a a^{\prime} \otimes b b^{\prime}$, and one requires:

- $\Delta(A) \subset A \times_{R} A$;
- $\Delta: A \rightarrow A \times_{R} A$ is a $\mathbb{k}$-algebra morphism;
- $\varepsilon\left(a s\left(\varepsilon\left(a^{\prime}\right)\right)\right)=\varepsilon\left(a a^{\prime}\right)=\varepsilon\left(a t\left(\varepsilon\left(a^{\prime}\right)\right)\right)$;
- $\varepsilon\left(1_{A}\right)=1_{R}$.

The notion of left bialgebroid has a nice interpretation in terms of bimonads. A bialgebroid $A$ with base $R$ gives rise to an endofunctor of $R^{e} \operatorname{Mod} \simeq{ }_{R} \operatorname{Mod}_{R}$ :

$$
T_{A}:\left\{\begin{array}{l}
R^{e} \operatorname{Mod} \rightarrow R^{e} \operatorname{Mod} \\
M \mapsto T_{A}(M)={ }_{e} A_{e} \otimes_{R^{e}} M
\end{array}\right.
$$

The axioms of a left bialgebroid are such that $T_{A}$ is a $\mathbb{k}$-linear bimonad admitting a right adjoint. These properties characterize left bialgebroids:

Theorem 7.1. (See [21].) Let $\mathbb{k}$ be a ring and $R$ a $\mathbb{k}$-algebra. Via the correspondence $A \mapsto T_{A}$, the following data are equivalent:
(A) A left bialgebroid A with base $R$;
(B) $A \mathbb{k}$-linear bimonad $T$ on the monoidal category ${ }_{R} \operatorname{Mod}_{R} \simeq{ }_{R^{e}} \operatorname{Mod}$ admitting a right adjoint.

### 7.2. Hopf algebroids

We define a left, resp. right, (pre-)Hopf algebroid to be a bialgebroid $A$ whose associated bimonad $T_{A}$ is a left, resp. right, (pre-)Hopf monad. A (pre-)Hopf algebroid is a left and right (pre-)Hopf algebroid.

Let $A$ be a bialgebroid and $T_{A}$ be its associated bimonad on ${ }_{R} \operatorname{Mod}_{R} \simeq{ }_{R}{ }^{e} \operatorname{Mod}$. The fusion operators $H^{l}$ and $H^{r}$ of $T_{A}$ are

$$
H_{M, N}^{l}:\left\{\begin{array}{l}
e A_{e} \otimes_{R^{e}}\left(M \boxtimes\left({ }_{e} A_{e} \otimes_{R^{e}} N\right)\right) \rightarrow\left({ }_{e} A_{e} \otimes_{R^{e}} M\right) \boxtimes\left({ }_{e} A_{e} \otimes_{R^{e}} N\right) \\
a \otimes m \otimes b \otimes n \mapsto a_{(1)} \otimes m \otimes a_{(2)} b \otimes n
\end{array}\right.
$$

and

$$
H_{M, N}^{r}:\left\{\begin{array}{l}
e A_{e} \otimes_{R^{e}}\left(\left({ }_{e} A_{e} \otimes_{R^{e}} M\right) \boxtimes N\right) \rightarrow\left(e A_{e} \otimes_{R^{e}} M\right) \boxtimes\left({ }_{e} A_{e} \otimes_{R^{e}} N\right) \\
a \otimes b \otimes m \otimes n \mapsto a_{(1)} b \otimes m \otimes a_{(2)} \otimes n
\end{array}\right.
$$

Using the fact that $R^{e}$ and $R$ are respectively a projective generator and the unit object of $R^{e} \operatorname{Mod}$, we obtain the following characterization of Hopf bialgebroids and pre-Hopf algebroids.

Proposition 7.2. Let A be a bialgebroid with base R. Then:
(a) The bialgebroid $A$ is a left Hopf algebroid if and only if the $R^{e}$-linear map

$$
H_{R^{e}, R^{e}}^{l}:\left\{\begin{array}{l}
e A_{t} \otimes_{R^{\text {op }}{ }_{t} A \rightarrow{ }_{e} A \boxtimes_{e} A}^{a \otimes b \mapsto a_{(1)} \otimes a_{(2)} b}
\end{array}\right.
$$

is bijective.
(b) The bialgebroid $A$ is a right Hopf algebroid if and only if the $R^{e}$-linear map

$$
H_{R^{e}, R^{e}}^{r}:\left\{\begin{array}{l}
e A_{s} \otimes_{R} A \rightarrow{ }_{e} A \boxtimes_{e} A \\
a \otimes b \mapsto a_{(1)} b \otimes a_{(2)}
\end{array}\right.
$$

is bijective.
(c) The bialgebroid A is a left pre-Hopf algebroid if and only if the $R^{e}$-linear map

$$
H_{R, R^{e}}^{l}:\left\{\begin{array}{l}
{ }_{e} A_{e} \otimes_{R^{e} e} A \rightarrow{ }_{e} \bar{A} \boxtimes_{e} A \\
a \otimes a^{\prime} \mapsto a_{(1)} \otimes a_{(2)} a^{\prime}
\end{array}\right.
$$

is bijective, where

$$
{ }_{e} \bar{A}={ }_{e} A_{e} \otimes_{R^{e}} R=A /\{a s(r)=a t(r) \mid a \in A, r \in R\} .
$$

(d) The bialgebroid $A$ is a right pre-Hopf algebroid if and only if the $R^{e}$-linear map and

$$
H_{R^{e}, R}^{r}:\left\{\begin{array}{l}
e_{e} A_{e} \otimes_{R^{e} e} A \rightarrow{ }_{e} A \boxtimes_{e} \bar{A} \\
a \otimes a^{\prime} \mapsto a_{(1)} a^{\prime} \otimes a_{(2)}
\end{array}\right.
$$

is bijective.
Remark 7.3. The notion of $\times_{R}$-Hopf algebra introduced by Schauenburg in [20] coincides with our notion of left Hopf algebroid.

Remark 7.4. The category $R^{e}$ Mod is monoidal closed with internal Homs:

$$
[M, N]^{l}=\operatorname{Hom}_{R^{o p}}\left(R^{e} M, R^{e} N\right) \quad \text { and } \quad[M, N]^{r}=\operatorname{Hom}_{R}\left(R^{e} M, R^{e} N\right)
$$

By Theorem 3.6, a left bialgebroid $A$ with base $R$ is a Hopf algebroid if and only if it admits a left antipode

$$
s_{M, N}^{l}:{ }_{e} A_{e} \boxtimes \operatorname{Hom}_{R^{\circ \mathrm{op}}}\left({ }_{e} A_{e} \otimes_{R^{e}} M, N\right) \rightarrow \operatorname{Hom}_{R^{\circ \mathrm{p}}}\left(M,{ }_{e} A_{e} \otimes_{R^{e}} N\right)
$$

and a right antipode

$$
s_{M, N}^{r}:{ }_{e} A_{e} \boxtimes \operatorname{Hom}_{R}\left({ }_{e} A_{e} \otimes_{R^{e}} M, N\right) \rightarrow \operatorname{Hom}_{R}\left(M,{ }_{e} A_{e} \otimes_{R^{e}} N\right)
$$

Remark 7.5. Let $A$ be a pre-Hopf algebroid with base $R$. Since ${ }_{R^{e}}$ Mod is abelian, the bimonad $T_{A}$ admits coinvariant parts. If $A_{e}$ is a faithfully flat right $R^{e}$-module, then $T_{A}$ is conservative and preserves coinvariant parts. Thus, the Hopf module decomposition theorem (see Theorem 6.11) applies to (pre-)Hopf algebroids which are faithfully flat on the right over the base ring.

### 7.3. Existence of fibre functors for finite tensor categories

A tensor category over $\mathbb{k}$ is an autonomous category endowed with a structure of $\mathbb{k}$-linear abelian category such that the monoidal product $\otimes$ is bilinear and $\operatorname{End}(\mathbb{1})=\mathbb{k}$.

We say that a $\mathbb{k}$-linear abelian category $\mathcal{A}$ is finite if it is $\mathbb{k}$-linearly equivalent to the category ${ }_{R}$ mod of finite-dimensional left modules over some finite-dimensional $\mathbb{k}$-algebra $R$. Note that if $\mathcal{A}$ is a finite, then so is $\mathcal{A}^{\mathrm{op}}$, since the functor

$$
\left\{\begin{array}{l}
\left({ }_{R} \mathrm{mod}\right)^{\mathrm{op}} \rightarrow R^{\mathrm{op}} \bmod \\
N \mapsto \operatorname{Hom}(N, \mathbb{k})
\end{array}\right.
$$

is a $\mathbb{k}$-linear equivalence.
Theorem 7.6. Let $\mathcal{C}$ be a finite tensor category over a field $\mathfrak{k}$. Then $\mathcal{C}$ is equivalent, as a tensor category, to the category of modules over a finite-dimensional left Hopf algebroid over $\mathbb{k}$.

We first state and prove an analogue of this theorem in terms of Hopf monads in a somewhat more general setting. Let $\mathcal{C}$ be a monoidal category. Recall that the category $\operatorname{END}(\mathcal{C})$ of endofunctors of $\mathcal{C}$ is strict monoidal with composition for monoidal product and $1_{\mathcal{C}}$ for monoidal unit. The functor

$$
\Omega:\left\{\begin{array}{l}
\mathcal{C} \rightarrow \operatorname{END}(\mathcal{C}) \\
X \mapsto X \otimes ?
\end{array}\right.
$$

is strong monoidal.
Theorem 7.7. Let $\mathcal{E}$ be a full monoidal subcategory of $\operatorname{END}(\mathcal{C})$ containing $\Omega(\mathcal{C})$. Denote by $\omega: \mathcal{C} \rightarrow \mathcal{E}$ the corestriction of $\Omega$ to $\mathcal{E}$. Then
(a) If $\omega$ has a left adjoint $\mathcal{F}$, the adjunction $(\mathcal{F}, \omega)$ is monadic, its monad $T=\omega \mathcal{F}$ is a bimonad on $\mathcal{E}$, and the comparison functor $\mathcal{C} \rightarrow \mathcal{E}^{T}$ is a monoidal equivalence.
(b) If $\mathcal{C}$ is right autonomous, then $\omega$ has a left adjoint if and only if the coend

$$
\mathcal{F}(e)=\int^{X \in \mathcal{C}} e(X) \otimes X^{\vee}
$$

exists for all $e \in \mathrm{Ob}(\mathcal{E})$. In that case, the assignment $e \mapsto \mathcal{F}(e)$ defines a functor which is a left adjoint of $\omega$, and the bimonad $T=\omega \mathcal{F}$ is a right Hopf monad.
(c) If $\mathcal{C}$ is autonomous and $\omega$ has a left adjoint $\mathcal{F}$, then the bimonad $T=\omega \mathcal{F}$ is a Hopf monad.

Proof. Assume $\omega$ has a left adjoint $\mathcal{F}$. Then the $\operatorname{adjunction}(\mathcal{F}, \omega)$ is a comonoidal adjunction, so that the comparison functor $K: \mathcal{C} \rightarrow \mathcal{E}^{T}$ is strong monoidal. Besides, $\omega$ has a left quasi-inverse $e \mapsto e(\mathbb{1})$, and so satisfies conditions (a) and (b) of Beck's monadicity Theorem 2.1, so that the adjunction $(\mathcal{F}, \omega)$ is monadic and $K$ is a monoidal equivalence. Hence part (a).

Assume $\mathcal{C}$ is right autonomous. For $e \in \operatorname{Ob}(\mathcal{E})$ and $X \in \mathrm{Ob}(\mathcal{C})$, we have a natural bijection between natural transformations $e \rightarrow X \otimes$ ? and dinatural transformations $\{e(Y) \otimes$ $\left.Y^{\vee} \rightarrow X\right\}_{Y \in \mathrm{Ob}(\mathcal{C})}$. Therefore $\omega$ has a right adjoint if and only if the coends $\mathcal{F}(e)$ exist for any
object $e$ of $\mathcal{E}$. Assume that such is the case. Then the assignment $e \mapsto \mathcal{F}(e)$ gives a left adjoint of $\omega$. For $X \in \mathrm{Ob}(\mathcal{C})$ and $e \in \mathrm{Ob}(\mathcal{E})$, we have

$$
\mathcal{F}(\omega(X) \circ e)=\int^{Y \in \mathcal{C}} X \otimes e(Y) \otimes Y^{\vee} \simeq X \otimes \int^{Y \in \mathcal{C}} e(Y) \otimes Y^{\vee}=X \otimes \mathcal{F} e
$$

because $X \otimes$ ? has a right adjoint $X^{\vee} \otimes$ ? and so preserves colimits. One checks that this isomorphism is the right Hopf operator $\mathbb{H}_{e, X}^{r}: \mathcal{F}(\omega(X) \circ e) \rightarrow X \otimes \mathcal{F} e$ of the adjunction $(\mathcal{F}, \omega)$. Thus $T$ is a right Hopf monad by Theorem 2.15. Hence part (b).

Finally assume that $\mathcal{C}$ is also left autonomous. Let $X \in \mathrm{Ob}(\mathcal{C})$ and $e \in \mathrm{Ob}(\mathcal{E})$. Since the functor ${ }^{\vee} X \otimes$ ? is left adjoint to $X \otimes$ ? and the functor ? $\otimes X$ preserves colimits (because it has a right adjoint? $\otimes^{\vee} X$ ), we have

$$
\begin{aligned}
\mathcal{F}(e \circ \omega(X)) & =\int^{Y \in \mathcal{C}} e(X \otimes Y) \otimes Y^{\vee} \simeq \int^{Y \in \mathcal{C}} e(Y) \otimes\left({ }^{\vee} X \otimes Y\right)^{\vee} \\
& \simeq \int^{\vee \in \mathcal{C}} e(Y) \otimes Y^{\vee} \otimes X \simeq \mathcal{F} e \otimes X .
\end{aligned}
$$

One checks that the composition of these isomorphisms is the left Hopf operator $\mathbb{H}_{X, e}^{l}: \mathcal{F}(e \circ$ $\omega(X)) \rightarrow \mathcal{F} e \otimes X$ of the adjunction $(\mathcal{F}, \omega)$. Therefore $T$ is also a left Hopf monad by Theorem 2.15. Hence part (c).

Proof of Theorem 7.6. We apply Theorem 7.7 to a finite tensor category $\mathcal{C}$ over a field $\mathbb{k}$. If $\mathcal{A}$ is a $\mathbb{k}$-linear abelian category, we denote by $\operatorname{END}_{\mathbb{k}}^{r a}(\mathcal{A})$ the full monoidal subcategory of $\operatorname{END}(\mathcal{A})$ of $\mathbb{k}$-linear endofunctors which admit a right adjoint.

Set $\mathcal{E}=\mathrm{End}_{\mathbb{k}}^{r a}(\mathcal{C})$. For $X \in \operatorname{Ob}(\mathcal{C})$, the endofunctor $X \otimes$ ? is $\mathbb{k}$-linear and has a right adjoint, namely $X^{\vee} \otimes$ ?, so we have $\Omega(\mathcal{C}) \subset \mathcal{E}$. Denoting by $\omega: \mathcal{C} \rightarrow \mathcal{E}$ the corestriction of $\Omega$ to $\mathcal{E}$, we have a commutative triangle of strong monoidal $\mathbb{k}$-linear functors:


By assumption, there exists a finite-dimensional $\mathbb{k}$-algebra $R$ and a $\mathbb{k}$-linear equivalence $\Upsilon: \mathcal{C} \rightarrow{ }_{R}$ mod, with quasi-inverse $\Upsilon^{*}$ of $\Upsilon$, hence a $\mathbb{k}$-linear strong monoidal equivalence:

$$
\left\{\begin{array}{l}
\mathcal{E}=\mathrm{END}_{\mathbb{k}}^{r a}(\mathcal{C}) \rightarrow \mathrm{END}_{\mathbb{k}}^{r a}\left({ }_{R} \mathrm{mod}\right) \\
E \mapsto \Upsilon \circ E \circ \Upsilon^{*}
\end{array}\right.
$$

Composing this with the well-known strong monoidal $\mathbb{k}$-linear equivalence

$$
\left\{\begin{array}{l}
\mathrm{END}_{\mathbb{k}}^{r a}\left({ }_{R} \mathrm{mod}\right) \rightarrow{ }_{R} \bmod _{R} \\
e \mapsto e\left({ }_{R} R\right)_{R}
\end{array}\right.
$$

we obtain a $\mathbb{k}$-linear strong monoidal equivalence

$$
\Theta: \mathcal{E} \rightarrow{ }_{R} \bmod _{R} \simeq{ }_{R^{e}} \bmod
$$

In particular $\mathcal{E}$ is a finite $\mathbb{k}$-linear abelian category. The category $\operatorname{END}(\mathcal{C})$ is abelian as a category of functors to an abelian category, $\Omega$ is exact (the tensor product of $\mathcal{C}$ being exact in each variable), and the inclusion $\mathcal{E} \hookrightarrow \operatorname{End}(\mathcal{C})$ is fully faithful, so $\omega$ is exact. It is a well-known fact that a right (resp. left) exact $\mathbb{k}$-linear functor between finite $\mathbb{k}$-linear abelian categories admits a left (resp. right) adjoint. Thus $\omega$ has a left adjoint $\mathcal{F}$, as well as a right adjoint $\mathcal{R}$. By Theorem 7.7, we conclude that the comonoidal adjunction $(\mathcal{F}, \omega)$ is monadic and its monad $T=\omega \mathcal{F}$ is a Hopf monad. Moreover $T$ is $\mathbb{k}$-linear and has a right adjoint $\omega \mathcal{R}$.

Now we transport $T$ along the $\mathbb{k}$-linear monoidal equivalence $\Theta: \mathcal{E} \rightarrow{ }_{R} \bmod _{R}$. Pick a quasiinverse $\Theta^{*}$ of $\Theta$. The adjunction $\left(\mathcal{F} \Theta^{*}, \Theta \omega\right)$ is a monadic Hopf adjunction. Its monad $T^{\prime}$ is a $\mathbb{k}$-linear Hopf monad on ${ }_{R} \bmod _{R}$ with a right adjoint $\Theta \omega \mathcal{R} \Theta^{*}$. By Theorem 7.1, $T$ is of the form $T_{A}$ for some bialgebroid $A$ with base $R$, which is by definition a Hopf algebroid. Monadicity ensures that the comparison functor $\mathcal{C} \rightarrow\left({ }_{R} \bmod _{R}\right)^{T}={ }_{A} \bmod$ is a $\mathbb{k}$-linear monoidal equivalence of categories. This concludes the proof of Theorem 7.6.
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